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[bookmark: _Toc185600900]Introduction
This paper outlines the methodology for the implementation of pilot cases based on UAS (Unmanned Aerial System) technologies, sensor fusion, and data processing, all integrated into a single ICT solution. The scope of the methodology covers a general overview of UAS system design and application, the setup of unmanned systems, and, finally, the description of pilot sites and implementation scenarios.
The system design and application section provides a general overview of the technical characteristics of the drones, instruments, and equipment used in the pilot areas. For proper implementation, mission actions should be defined for each pilot site. Therefore, it is essential to understand how the system operates, what data collection techniques can be utilized, and which modes of operation can be tested.
The unmanned system setup defines staff requirements, team organizational structure, roles and responsibilities, as well as regulatory frameworks and general legal prerequisites for UAS operations. The regulatory overview includes a summary of national regulations for UAS flights relevant to the regions involved in the pilot cases, including necessary certifications, permissions, or notifications.
The pilot site description and implementation scenarios detail each testing area, including pilot area specifications, needs assessments, and the definition of operating procedures and scenarios. In this section, each pilot partner identifies use cases based on selected technical characteristics of the equipment, data collection techniques, payloads, and mission actions that best address their specific needs.
Specific use cases for implementing UAS technology, sensor fusion, and data processing through the FRED platform are defined in the context of wildfire prevention and mitigation for pre/during/post-event activities. For each pilot site, these use cases are determined by selecting relevant existing techniques and modes of operation, as described in this paper. The mission actions depend on the scope of operation and support relevant activities such as wildfire prevention, on-the-field logistic support during firefighting, and post-fire inspection and surveying.
The Standard Operating Procedures (SOP) include detailed operational procedures covering pre-flight checks, flight operations, data management, and post-operation procedures. Additionally, where applicable, the SOP outlines how these operations will be coordinated with existing firefighting efforts and other public services.
The implementation scenario for each pilot site includes a timeline for pilot case implementation, with key milestones from preparation to execution and evaluation. It also outlines the required resources, both human and technical, as well as supplies.
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[bookmark: _Toc168666378][bookmark: _Toc185600902]System design and UAS technical characteristics:
UAV characteristics, specifications, comparison
An UAS means an unmanned aircraft and the equipment to control it remotely. It encompasses not only the unmanned aerial vehicle, UAV itself but also the necessary control systems (ground control station), communication links, and any additional supporting equipment. Generally, two types of UAS exist regarding its construction, fixed-wing systems and multirotor systems. The term "fixed-wing system" refers to aircraft that use fixed and static wings combined with forward airspeed to generate lift. In contrast, the term "multirotor system" refers to aircraft that use rotating propellers to generate lift. Types of multirotor systems regarding number of motors are shown on figure below.
[image: ]
Figure 1. Types of multirotor systems
Most important  parts of every multirotor system are:
· Frame: The structural body of the multirotor, which supports all other components. It is typically made from lightweight materials.
· Motors: Electric motors that drive the propellers. Multirotors generally have four (quadcopters), six (hexacopters), or eight (octocopters) motors, each controlling one propeller.
· Propellers: Rotating blades that generate lift and thrust. They come in pairs of clockwise (CW) and counterclockwise (CCW) rotating propellers to balance the aircraft.
· Electronic Speed Controllers (ESCs): Devices that regulate the speed of the motors based on control signals from the flight controller.
· Flight Controller: The onboard computer that manages flight stability, orientation, and navigation. It processes input from sensors and the ground control station to adjust the speed of the motors (integrated with the Inertial Measurement Unit, IMU, barometric sensor, etc.)
· Battery: Provides the necessary electrical power for the motors and onboard electronics. Lithium polymer (LiPo) batteries are commonly used due to their high energy density.
· Radio Receiver: Receives control signals from the ground control station or remote controller.
· Additional components can be: positioning module (GNSS and/or additional RTK module), gimbal, additional payloads: visual sensors such as cameras (RBG, Thermal, Multispectral, etc.), LiDAR device, microphone, light-reflector, parachute, etc.
The design of an Unmanned Aircraft System (UAS) involves a complex integration of various technical components and specifications that define its capabilities and applications. Understanding these characteristics is essential for selecting the appropriate UAS for specific missions. This section outlines the critical technical specifications that describe a UAS and highlights the most important factors to consider when choosing a UAS for a particular purpose. UASs are defined by a long range of technical characteristics that determine their performance, reliability, and suitability for different tasks. Some of the most important characteristics which describes UAS are:
· Dimensions and weight: This includes characteristics described by parameters such as: aircraft length, width and height all in unfolded or folded state; aircraft weight with/without batteries, single gimbal dumper’s maximum payload, maximum takeoff weight, MTOW.
· Flight performance: This includes characteristics described by following parameters: maximum flight time, maximum speed (ascent, descent, horizontal), maximum altitude, maximum wind speed resistance, operating temperature, ingress protection rating.
· Payload Capacity: This includes the ability of a UAS to carry additional (non-integrated) equipment such as sensors and additional payloads. This is described through supported gimbal configuration capabilities. The payload capacity influences the type of missions the UAS can undertake.
· Navigation Systems: This includes supported GNSS systems (GPS, GLONASS, Galileo, BeiDou. etc.), RTK (Real-Time Kinematic) positioning, hovering and RTK positioning accurancy.
· Communication Systems: This includes the range and reliability of the communication link between the UAS and the ground control station. Parameters such as operating frequency, transmitter power, maximum video transmission distance.
· Battery Life and Power Management: This includes the battery capacity, voltage, type, weight, charging times, and power management systems that determine the operational endurance of the UAS.
· Safety Features: This includes the types of built-in safety mechanisms such as obstacle avoidance, etc.
Among the various UAS manufacturers, we have chosen DJI systems due to their advanced technology, reliability, and versatility. DJI's drones offer superior flight performance, robust payload capabilities, and advanced safety features, making them ideal for professional applications. Their user-friendly software, extensive support network, and adaptability across sectors such as surveying, inspection, and public safety further solidify DJI as our preferred choice. Additionally, DJI boasts more successful use cases worldwide in the enterprise and professional domain than any other manufacturer, demonstrating their effectiveness and widespread adoption. 
Regarding the presented characteristics and specifications of a UAS, the following table presents several enterprise systems used in professional applications. These selected UASs reflect the market state as of July 1, 2024. The systems listed are chosen for their relevance and suitability for a range of commercial and industrial purposes, showcasing the latest advancements in UAS technology.
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Table 1. Technical characteristics of selected drones
	
	Spec.
	Matrice 350RTK 1
	Matrice 30T 2
	Mavic 3T 3
	Mavic 2 Enterprise Advanced
	Phantom 4 RTK 4

	/
	[image: DJI Matrice 350 RTK DJI Care Basic 2Y - Dron za profesionalce -  DronoviSHOP.HR]
	[image: QUADRO UA ▻ Придбати Мультикоптер DJI Matrice 30 в офіційному  авторизованому магазині! | DJI ENTERPRISE UKRAINE]
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	Release date
	May, 2023
	March, 2022
	September 2022
	January, 2021
	October, 2018

	Class (EU)
	C3
	C2
	C2
	/
	/

	Dimensions and Weight
	Dimensions (unfolded, without propellers)
	810×670×430 mm (L×W×H)
	470×585×215 mm (L×W×H)
	221×96.3×90.3 mm (L×W×H)
	322×242×84 mm (LxWxH)
	289.5x289.5x196 mm (LxWxH)

	
	Dimensions (folded, with propellers)
	430×420×430 mm (L×W×H)
	365×215×195 mm (L×W×H)
	347.5×283×107.7 mm (L×W×H)
	214×91×84 mm 
(LxWxH)
	/

	
	Weight (with single downward gimbal)
	Without batteries:
Approx. 3770 g
With batteries:
Approx. 6470 g
	With batteries: 3770 ± 10 g
	With battery: 920 g
	With battery: 909 g
	With battery: 1391 g

	
	Single Gimbal Damper’s Max Payload
	960 g
	/
	/
	/
	/

	
	Max Takeoff Weight
	9200 g
	3998 g
	1050 g
	1100 g
	1391 g

	Flight Performance
	Max Flight Time (in controlled environment)
	55 minutes
	41 minutes
	45 minutes
	31 minutes
	Approx. 30 minutes

	
	Max Ascent Speed
	6 m/s
	6 m/s
	6 m/s
	5 m/s
	6 m/s

	
	Max Descent Speed
	5 m/s
	5 m/s
	6 m/s
	4 m/s
	3 m/s

	
	Max Horizontal Speed
	23 m/s
	23 m/s
	15 m/s
	13,98 m/s
	13,98 m/s

	
	Max Flight Altitude
	5000 m
	5,000 m
	6000 m
	6000 m
	6000 m

	
	Max Wind Speed Resistance
	12 m/s
	12 m/s
	12 m/s
	10 m/s
	/

	
	Operating Temperature
	-20° to 50 °C
	-20° to 50 °C
	-10° to 40 °C
	-10° to 40 °C
	0° to 40 ℃

	
	Ingress Protection Rating
	IP55
	IP55
	/
	/
	/

	Payload Capacity
	Can carry additional payloads
	Yes
	Yes
	Yes
	Yes
	No

	
	Supported Configuration
	Single downward gimbal
Single upward gimbal
Dual downward gimbals
Single downward gimbal + single upward gimbal
Dual downward gimbals + single upward gimbal
	/
	/
	/
	/

	
	Gimbal
	No
	Yes, 3 axis stabilization
	Yes, 3 axis stabilization
	Yes, 3 axis stabilization
	Yes, 3 axis stabilization

	
	Payloads integrated
	FPV RGB visual camera
	All in one: FPV RGB visual camera+Zoom camera+Wide camera+Infrared camera
	All in one: Wide camera+Infrared camera
	All in one: RBG visual camera+Infrared camera
	RBG visual camera

	Navigation System
	Supported GNSS
	GPS + GLONASS + BeiDou + Galileo
	GPS+Galileo+BeiDou+GLONASS (GLONASS is supported only when the RTK module is enabled)
	GPS+Galileo+BeiDou+GLONASS (GLONASS is supported only when the RTK module is enabled)
	GPS+GLONASS
	GPS+GLONASS+Galileo

	
	RTK module included
	Yes
	Yes
	No, but can be added
	No, but can be added
	Yes

	
	Hovering Accuracy
	Vertical: ±0.1 m (with Vision System)
±0.5 m (with GNSS)
±0.1 m (with RTK positioning)
Horizontal:
±0.3 m (with vision positioning)
±1.5 m (with GNSS positioning)
±0.1 m (with RTK positioning)
	Vertical: ±0.1 m (Vision System enabled); ±0.5 m (N-mode with GPS); ±0.1 m (RTK)
Horizontal: ±0.3 m (Vision System enabled); ±1.5 m (N-mode with GPS); ±0.1 m (RTK)
	Vertical: ±0.1 m (with Vision System); ±0.5 m (with GNSS); ±0.1 m (with RTK)
Horizontal: ±0.3 m (with Vision System); ±0.5 m (with High-Precision Positioning System); ±0.1 m (with RTK)
	Vertical: ± 0.1 m (with RTK) ± 0.1 m (with Vision Positioning)
± 0.5 m (with GPS Positioning)
Horizontal:
± 0.1 m (with RTK)
± 0.3 m (with Vision Positioning)
± 1.5 m (with GPS Positioning)
	Vertica：±0.1 m with vision positioning;
±0.5 m (with GNSS positioning）
Horizontal：±0.3 m（with vision positioning;
±1.5 m（with GNSS positioning）

	
	RTK Positioning Accuracy
	Horizontal: 1 cm + 1 ppm;
Vertical: 1.5 cm + 1 ppm 
	Horizontal: 1 cm+1 ppm;
Vertical: 1.5 cm+1 ppm
	/
	/
	Horizontal: ±0.1 m;
Vertical: ±0.1 m

	Communication Systems
	Operating Frequency
	2.4000-2.4835 GHz
5.150-5.250 GHz 
(CE: 5.170-5.250 GHz)
5.725-5.850 GHz
	2.4000-2.4835 GHz; 5.725-5.850 GHz
	2.400-2.4835 GHz
5.725-5.850 GHz
	2.400-2.4835 GHz;
5.725-5.850 GHz
	2.400-2.4835 GHz 
5.725- 5.850 GHz

	
	Transmitter Power
	2.4000-2.4835 GHz:
FCC: < 33 dBm
CE: ≤20 dBm；
SRRC: ≤20 dBm;
MIC: ≤20 dBm

5.150-5.250 GHz 
(CE: 5.170-5.250 GHz):
CE: < 23 dBm

5.725-5.850 GHz:
FCC: < 33 dBm
SRRC: < 33 dBm
CE: < 14 dBm
	2.4 GHz: 
FCC: <33 dBm (FCC)
CE: <20 dBm 
SRRC: <20 dBm 
MIC: <20 dBm

5.8 GHz: 
FCC: < 33 dBm
SRRC: < 33 dBm
CE: < 14 dBm
	2.4 GHz: 
FCC: <33 dBm (FCC)
CE: <20 dBm 
SRRC: <20 dBm 
MIC: <20 dBm

5.8 GHz: 
FCC: < 33 dBm
SRRC: < 30 dBm
CE: < 14 dBm
	2.400-2.4835 GHz:
FCC: ≤26 dBm
CE: ≤20 dBm
SRRC: ≤20 dBm
MIC: ≤20 dBm

5.725 - 5.850 GHz
FCC: ≤26 dBm
SRRC: ≤26 dBm
CE: ≤14 dBm

	2.4 GHz:
CE: ≤20 dBm
MIC: ≤20 dBm
KCC: ≤20 dBm
5.8 GHz
FCC:  < 26 dBm
SRRC: < 26 dBm
NCC: < 26 dBm

	
	Max Transmission Distance (unobstructed, free of interference)
	FCC: 20 km
CE/SRRC/MIC: 8 km
	FCC: 15 km 
CE/SRRC/MIC:  8 km
	FCC: 15 km
CE/SRRC/MIC:  8 km
	FCC: 10km
CE/SRRC/MIC:  6 km
	FCC/NCC: 7 km
CE/MIC/KCC/SRRC: 5 km

	Battery Life and Power Management
	Capacity
	5880 mAh
	5880 mAh
	5000 mAh
	3850 mAh
	5870 mAh

	
	Voltage
	44,76 V
	26,1 V
	15,4 V
	15,4 V
	15,2 V

	
	Type
	Li-ion
	Li-ion
	Li-Po
	Li-Po
	Li-Po

	
	Weight
	Approx. 1,35 kg
	Approx. 685 g
	335,5 g
	297 g
	468 g

	
	Charging Time
	60 minutes (220V power supply)
	50 minutes
	1 hour 30 minutes
	90 minutes
	/

	
	Have an external battery  station
	Yes
	Yes
	Yes
	No
	Yes

	Safety Features
	System Type
	Vision and Infrared System
	Vision and Infrared System
	Omnidirectional binocular vision system, supplemented with an infrared sensor at the bottom of the aircraft.
	Omnidirectional Obstacle Sensing
	Vision and Infrared System

	
	Sensing Range
	Vision system  (Forward/Backward/Left/Right: 0.7-40 m
Upward/Downward: 0.6-30 m)
Infrared system (0.1-8 m)
	Vision system (Forward: 0.6-38 m
Upward/Downward/Backward/Sideward: 0.5-33 m)
Infrared system (0.1 to 10 m)
	Forward (Measurement Range: 0.5-20 m;
Detection Range: 0.5-200 m)
Backward (Measurement Range: 0.5-16 m)
Lateral (Measurement Range: 0.5-25 m)
Upward (Measurement Range: 0.2-10 m)
Downward (Measurement Range: 0.3-18 m)
	Forward (Measurement Range: 0.5-20 m;
Detection Range: 20-40 m)
Backward (Measurement Range: 0.5-16 m)
Upward (Measurement Range: 0.1-8 m)
Downward (Measurement Range: 0.5-11 m; Detection Range: 11-22m)
	Vision system (Forward/Rear and Downward
Obstacle sensing range: 0,7-30m);
Infrared system (0,2-7m)

	COST
	
	13.789,00 EUR
	10.953,00 EUR
	7.519,00 EUR
	/
	/


1 The DJI Matrice 300 RTK, the predecessor to the DJI Matrice 350 RTK, remains a prevalent UAS model utilized in a broad spectrum of professional applications, ranging from public safety to aerial mapping and inspection. Overall, the DJI Matrice 350 RTK represents an incremental yet significant upgrade over the DJI Matrice 300 RTK, featuring improvements in transmission range, controller features, battery efficiency, FPV camera quality, and safety features. These enhancements make it a better choice for professional applications requiring advanced capabilities and reliability in challenging environments.
2 The DJI Matrice 30 is the basic version of this model and includes only a visual RGB camera. 
3 The DJI Mavic 3E also includes only a visual RGB camera, while the DJI Mavic 3M model is equipped with a multispectral camera.
4 The DJI Phantom P4 includes a multispectral camera.
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Advanced Performance UAS models:
The DJI Matrice 350RTK offers the most advanced features and highest performance, suitable for professional use cases requiring long flight times, high robustness solutions, and versatile payload capacities. The DJI Matrice 350RTK, in particular, provides a high degree of customization with multiple gimbal configurations, making it adaptable for various specialized applications. This model stands out for its ability to handle rigorous and specialized tasks, especially when equipped with a combination of visual (e.g., RBG visual camera, Infrared camera) and non-visual payloads (e.g., microphone, loudspeakers, spotlights, etc.). Additionally, it carries a C-class mark, indicating compliance with the latest regulatory standards, and its recent release date guarantees longer manufacturer support
Intermediate Performance UAS models:
The DJI Matrice 350 RTK or DJI Matrice 30T offers a balance between high-end features and more moderate configurations. These UASs provide robust capabilities for professional use, enabling significant customization and versatility, yet at a more accessible price point compared to a fully equipped DJI Matrice 350RTK. While the DJI Matrice 30T is highly capable, it cannot be upgraded with different visual payloads such as LiDAR, multispectral, or other specialized sensors, which limits its versatility compared to the DJI Matrice 350RTK. However, the DJI Matrice 350RTK can also be included in this category when configured with only one visual or non-visual payload, offering a high-end option at a reduced configuration.
Basic Performance UAS models:
The DJI Mavic 3T provides a balance between performance and portability, making it suitable for semi-professional uses. It offers decent flight time, advanced sensors, and a compact design, making it an excellent choice for professionals needing a portable yet powerful UAS. The Mavic 3T stands out for its ability to handle less demanding tasks while still providing robust performance and reliability.
Older UAS models:
The DJI Mavic 2 Enterprise Advanced and DJI Phantom 4 RTK are older models that, while still capable, face uncertainty in terms of long-term support and technological advancements. These drones were once leading choices for enterprise applications but have since been surpassed by newer models that offer better performance, advanced features, and greater customization options. The DJI Mavic 2 Enterprise Advanced, despite its earlier release, remains relevant due to its robust capabilities in industrial applications such as inspections, surveillance, and search and rescue. A significant number of public safety communities still use the Mavic 2 Enterprise Advanced, which is one reason why it continues to be well supported by both the community and manufacturers. However, its purchase is limited because it is no longer available in many countries. Their compact and affordable nature is now overshadowed by the Mavic 3T, which offers similar benefits with updated technology.

Payloads
UAS have revolutionized various industries by integrating advanced sensor technologies. These sensors can be broadly categorized into visual and non-visual payloads. Visual sensors in the UAS domain means RGB visual cameras, LiDAR sensors, infrared cameras, and multispectral cameras, each serving unique purposes in different applications. Non-visual payloads encompass equipment such as RTK modules, loudspeakers, microphones, spotlights, parachutes, and Software Development Kits (SDK), i.e., any additional payload unit that is not usually equipped with the UAS. All these mentioned payloads enhance the operational capabilities of UAS beyond visual data collection. Every concrete payload mentioned with its commercial name and specifications is exclusively produced by the UAS manufacturer. Third-party payloads that are compatible or can be made compatible with minor modifications will not be taken into account.
Visual sensors are essential for capturing detailed imagery and data for various applications. Here, we explore the strengths and limitations of key visual sensors mentioned above.
Visual RGB camera:
RGB Visual cameras are the most common type of visual sensors used in Unmanned Aerial Systems (UAS). These cameras capture images and videos by detecting and recording light in three primary color channels: red, green, and blue. The combination of these three colors allows the camera to produce images in full color, replicating what the human eye typically perceives. RGB cameras are widely used across various industries due to their versatility and ability to provide high-resolution visual data. Some applicable versions of thermal cameras compatible with above mentioned UAS models are shown in following figure.
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Figure 2. (a) DJI Zenmuse H30; (b) DJI Zenmuse H20; (c) DJI Zenmuse P1;
Source: DJI webpage
RGB Visual cameras possess several strengths, including the ability to capture detailed and high-resolution images, making them ideal for tasks requiring precise visual documentation from aerial perspectives. They provide true color representation, which is crucial for applications where accurate color depiction is essential. Their versatility allows them to be used in various applications, such as general observation, mapping (photogrammetry, orthomosaics, etc.), inspection, photography, and videography. However, they have limitations, such as a heavy dependence on ambient light, which means poor lighting conditions like low light, fog, or shadows can significantly reduce image quality. They are limited to capturing only visible light and cannot detect information outside the visible spectrum, such as infrared or ultraviolet light. Furthermore, obstructions like dense foliage, smoke, or other barriers can impede the camera's ability to capture clear images. Despite these limitations, RGB cameras remain a vital component of UAS technology, evidenced by the fact that all UASs are equipped with at least one RGB visual camera.
Thermal camera
Thermal cameras, also known as infrared cameras, are sophisticated sensors used to detect infrared radiation and visualize heat differences. These cameras are essential in various applications such as search and rescue, firefighting, and industrial inspections because they can identify heat spots, monitor temperature variations, and detect structural issues invisible to RGB cameras. The key component of a thermal camera is a heat sensor attached to a special lens, which is adapted to work with standard image capture technologies.
Currently, the maximum sensor resolution for non-cooled thermal cameras, such as those carried by commercial UAVs, is 640 × 512. Thermal cameras capture infrared radiation that exists at wavelengths between visible light and microwaves, making it possible to visualize the otherwise invisible infrared spectrum. In a color thermographic display, warmer components appear as reds, oranges, and yellows, while cooler areas show as violets and blues. High-resolution thermal cameras often have a 640x480px detector, delivering 307,200 pixels, compared to 76,800 pixels in a thermal imager with a 320 × 240px detector. Standard formats include 160x120px, 384288px, and 640x480px. For search and rescue missions, a 160x120px format requires flying at a maximum height of 30 meters (100 feet) to discern a victim effectively. The optimal format for such missions is at least 640x480px, allowing flight above 30 meters (100 feet) while maintaining visibility. While a 160x120px format is sufficient to visualize and locate a hot spot, a larger image format determines the scene size or range, with the larger the format, the greater the usable range of the camera. Some applicable versions of thermal cameras compatible with above mentioned UAS models are shown in following figure.
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Figure 3. (a) DJI Zenmuse H30T; (b) DJI Zenmuse H20T; 
(c) DJI Zenmuse XT V2;
Source: DJI Webpage
Thermal imaging is particularly useful in dark environments, such as nighttime conditions, because the ambient temperature is often lower, allowing hot areas to stand out with higher contrast. These cameras are passive sensors that only detect heat differences, making them ideal for identifying heat sources regardless of the surrounding light conditions.
Modern thermal cameras can display real-time detection of minimum and maximum temperatures and allow for manual spot metering for specific temperature measurements. They offer several color palettes, such as White-Hot, Black-Hot, Rainbow, Ironbow, and Arctic, which are used for various tasks to enhance visualization and interpretation of thermal data. Despite their strengths, thermal cameras typically have lower resolution compared to RGB cameras and can be affected by reflective surfaces and atmospheric conditions. Accurate interpretation of thermal data requires specific skills and understanding of the context in which the camera is used.
Light Detection and Ranging sensor, LiDAR
LiDAR, short for Light Detection and Ranging, is a remote sensing technology that employs rapid laser pulses to create detailed three-dimensional point maps also known as point clouds. The process involves three key steps:
· Emission: The LiDAR device emits a rapid pulse of laser light directed towards the target object.
· Reflection: The emitted light reflects off the object and travels back to the LiDAR sensor.
· Detection: The LiDAR sensor measures the time it takes for the light to return. Given that the speed of light is a constant, this time duration is used to calculate the distance between the sensor and the target object, allowing for the creation of precise 3D point maps.
Figure on LiDAR working principle is shown below.
[image: FIG_12]
Figure 4. LiDAR principle
Source: DJI site
Important components of LiDAR system  are: LiDAR module GBSS receiver, IMU, Inertial Navigation System, INS. 
Technical Details: LiDAR systems use lasers to emit pulses of light, with the wavelength of the laser determining its penetration capabilities and the types of reflections it can detect. Near-infrared (NIR) LiDAR typically uses lasers with wavelengths between 800 and 1,000 nanometers, ideal for forestry applications as they can penetrate vegetation and detect multiple returns from a single pulse. The detection range of a LiDAR system depends on factors such as laser power, receiver sensitivity, and object reflectivity.
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Figure 5. (a) DJI Zenmuse L2; (b) DJI Zenmuse L1; 
Source: DJI Webpage
LiDAR systems can capture multiple returns from a single pulse, allowing for detailed analysis of different layers within a scene. For example, the first return might capture the top of a tree, intermediate returns could capture branches, and the last return might capture the ground. This capability is crucial for applications like vegetation analysis, topographic mapping, and power line modeling, where understanding the structure at different levels is essential. 
One of the key advantages of LiDAR is its ability to penetrate vegetation and provide accurate distance measurements, which is essential for creating detailed terrain models. This technology is also beneficial for capturing details of thin structures, such as power lines or roof edges, which are generally too small to be detected by other methods. LiDAR systems can operate well in low light or densely vegetated areas, ensuring accuracy in challenging conditions. They are ideal for projects where detail and precision are paramount, such as accident scene reconstruction, digital terrain modeling, and precision mapping.
Overall, LiDAR technology significantly enhances the capabilities of UAS by providing critical data for various advanced applications. Its ability to produce high-resolution, accurate 3D models and penetrate complex environments makes it an indispensable tool for modern surveying and mapping tasks​
Multispectral camera
A multispectral camera is an imaging device that captures data at different wavelengths across the electromagnetic spectrum, including visible light and near-infrared (NIR). Unlike traditional RGB cameras that only capture red, green, and blue wavelengths, multispectral cameras can detect wavelengths beyond the visible spectrum. This ability allows them to capture more detailed and diverse information about the objects or scenes being imaged.
Multispectral cameras operate by using multiple sensors or a single sensor with a filter wheel to capture images at different wavelengths. They employ specialized optics to capture light across various spectral bands, including visible light (400-700 nm) and extending into the near-infrared range (700-2500 nm), depending on the application and camera design. These cameras are equipped with spectral filters that allow specific wavelengths to pass through while blocking others, arranged in a filter wheel or as an array over the sensor. Each filter corresponds to a particular spectral band, generating multiple images, each representing a different spectral band. These images are combined to form a multispectral dataset, providing detailed information about the reflectance properties of the scene or object. The multispectral data is analyzed using specialized software to interpret reflectance values at different wavelengths, revealing material composition, health, and other properties of the objects. 
Applications of multispectral cameras are diverse, including agriculture (monitoring vegetation health, assessing crop conditions), environmental monitoring (tracking deforestation, water quality), forestry (managing forest inventories, detecting tree health issues), mining and geology (identifying mineral compositions, mapping geological features), and surveillance and security (enhancing surveillance with additional information like heat signatures). The strengths of multispectral cameras lie in their ability to provide detailed spectral information, versatility across various applications, and non-invasive monitoring. However, they can be expensive, require careful calibration, and the data analysis is complex, necessitating advanced software and expertise in remote sensing.
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Figure 6. DJI Zenmuse X3
Source: DJI Webpage

Non-visual payloads significantly expand the functionality of UAS providing additional capabilities that go beyond visual data collection. These payloads enable drones to perform a variety of specialized tasks in different environments and industries.

Loudspeaker
A loudspeaker integrated into a UAS is an audio output device used to broadcast messages from the drone. 
They can deliver important information or instructions to the public, especially in areas where traditional public address systems might not reach, such as during large outdoor events or in remote locations. Law enforcement and security agencies utilize drones equipped with loudspeakers to manage crowds by issuing commands, warnings, or updates during events, protests, or emergencies, ensuring public safety and order. Additionally, during disasters or rescue operations, loudspeakers on drones can relay critical information to individuals in hard-to-reach or hazardous areas, guiding them to safety or informing them of necessary actions. This capability is crucial in scenarios where ground communication is compromised or delayed, providing timely and potentially life-saving information.

Spotlight
A spotlight on a UAS is a high-intensity light source designed to illuminate areas during low-light conditions. 
Spotlights on UASs significantly enhance their operational capabilities, particularly during nighttime activities. They improve visibility for nighttime search and rescue missions, patrolling, and inspections, allowing operators to identify objects or individuals in dark environments. During infrastructure inspections, spotlights can illuminate hard-to-reach or poorly lit areas, such as under bridges or inside tunnels, ensuring thorough visual assessment. In security operations, drones equipped with spotlights can illuminate and monitor specific areas, deterring potential intruders and enhancing surveillance capabilities.

Real-Time Kinematic, RTK module
RTK module is a technology that enhances the accuracy of GPS data to centimeter-level precision, making it indispensable for applications that require high-precision positioning and navigation. Instead of the employment of PRN (code) ranging signal, the RTK technique is based on the use of carrier (phase) measurements.  
Standard GPS systems, limited to meter-level accuracy due to atmospheric and signal errors, are supplemented by an RTK setup that includes a stationary base station and a mobile receiver. The base station, with a known precise location, continuously receives satellite signals’ code and phase measurements and calculates its position, identifying any errors. It then generates correction data, representing the discrepancy between its known and calculated positions, and transmits this data to the mobile receiver in real-time via radio, cellular network, or other communication methods. The mobile receiver, typically a drone, applies these corrections to its own satellite signal measurements, achieving highly accurate positioning. This corrected position data enables precise flight control and accurate data collection, essential for applications like surveying, mapping, and inspections where accuracy is critical.

Parachute
Parachutes are integrated as a safety mechanism to minimize damage in case of a system failure or emergency landing.
When a UAS experiences a malfunction or power loss, the parachute deploys automatically or via manual activation, significantly reducing the speed of descent and protecting the UAS from severe damage upon impact, thereby reducing the risk of injury or damage to people and property on the ground. UAS parachute systems can include spring-loaded mechanisms or compressed gas to quickly release the parachute, with sensors and onboard systems detecting free fall or critical failures to trigger the deployment. In some regions, using a parachute system can help UAS comply with aviation safety regulations, allowing them to operate in more areas and under more conditions.

Software Development Kit, SDK
SDKs are collections of software development tools and libraries that allow developers to create custom applications and functionalities. These SDKs are used to create custom applications and integrate specialized payloads with UASs, enhancing their versatility for specific tasks. SDKs are also used to program automated flight paths, data collection routines, and real-time processing functionalities such as delivering telemetry or any other data form UAS.
As a recap of the review of payloads that provide visual or non-visual output, the table below summarizes all compatibilities of proposed UAS and payloads and leads to defining three acceptable UAS systems for professional and proficient purposes.

Table 2. Compatibility of payloads with the UAS system (drone)
	
	DJI Matrice 350 RTK
	DJI Matrice 30T
	DJI Mavic 3T
	DJI Mavic 2 Enterprise Advanced
	DJI Phantom 4 RTK

	Visual RGB Camera
	X
	X
	X
	X
	X

	Thermal Camera
	X
	X
	X
	X
	

	LiDAR
	X
	
	
	
	

	Multispectral Camera
	
	
	X1
	
	X2

	Loudspeaker
	X*
	X*
	X
	X
	

	Spotlight
	X*
	X*
	X*
	X
	

	Parachute
	X*
	X*
	X*
	X*
	X*

	RTK module
	X
	X
	X
	X
	X

	SDKs
	X
	X
	X
	X
	X


X* Third-party payload solutions
1 The UAS model DJI Mavic 3M (with similar characteristics to the DJI Mavic 3T) does not have a thermal camera but instead features a multispectral camera.
2 The UAS model DJI Phantom P4 (with similar characteristics to the DJI Phantom RTK) is equipped with an integrated multispectral camera.
As previously mentioned, three designs have been defined: Advanced Performance UAS, Intermediate Performance UAS, and Basic Performance UAS. Detailed specifications for these designs are attached as Appendix A.
UAS (Unmanned Aerial Systems) data analysis software is designed to process and interpret the vast amounts of data collected by drones. These software platforms transform raw data into actionable insights, supporting various applications such as mapping, surveying, agriculture, and inspection. Key features typically include image processing, 3D modeling, real-time mapping, and analytical tools that enhance the capabilities of drones in professional and commercial settings. Here, we discuss some of the leading software tools in the industry: Pix4D, DroneDeploy, Agisoft Metashape, and DJI Terra.


Postprocessing data analysis software
Post-processing data analysis software is designed to process and interpret the vast amounts of aerial data collected by UAS, transforming raw data into actionable insights. These platforms support various applications such as mapping, surveying, inspection, and agriculture. Key features typically include advanced image processing, photogrammetry for creating 2D and 3D models, generating orthomosaics and point clouds, real-time mapping, and analytical tools that enhance the capabilities of drones in professional and commercial settings. They also offer features for volume measurement, and high-accuracy mapping using Ground Control Points (GCPs) and RTK data. A strong GIS base is integral to all these software platforms, enabling precise georeferencing and spatial analysis. Additionally, these software solutions enable mission planning and data capture, integrating seamlessly with GIS and CAD systems for further analysis. Users benefit from both cloud and desktop processing options, allowing flexibility and collaboration through sharing and viewing project data online. Here, identified some of the leading software platforms used in the industry: DJI Terra, Pix4D, Agisoft Metashape, and DroneDeploy. 
Each of these software platforms— DJI Terra, Pix4D, Agisoft Metashape, and DroneDeploy offers unique strengths tailored to specific industries and applications. They enhance the capabilities of UAS data analysis, providing detailed insights and improving operational efficiency across various fields. Whether for high-precision mapping, advanced photogrammetry, real-time data processing, or comprehensive analysis tools, these solutions are indispensable for modern UAS operations.
[bookmark: _Toc168666379][bookmark: _Toc185600903]Data collection techniques
UAS data collection techniques for aerial surveying and mapping represent efficient, accurate and cost-effective methods. Continuing to the previous subsection and description of methods and equipment, the key techniques employed in aerial surveying and mapping using UAS are 2D/3D Photogrammetry, Ortho-mosaic mapping, LiDAR, Multispectral and hyperspectral imaging, Thermal imaging, Real-time data transfer and live video streaming, Geometrical evaluation, and Mapping approaches (rectangle and spiral). 
[image: ]
Figure 7. UAS data acquisition and processing: A general workflow (10.1007/s12518-013-0120-x)

[bookmark: _Toc185600904]2D/3D Photogrammetry 
Photogrammetry is a precise remote sensing technique that uses photographs to measure and map environments. It involves capturing images from different perspectives to create accurate representations of objects and landscapes. This method is commonly used in surveying, mapping, architecture, engineering, and environmental monitoring. Photographs are taken using aerial, satellite, or ground-based cameras, with drones often employed for their efficiency in covering large areas. Georeferencing aligns images with real-world coordinates using GPS data, ensuring spatial accuracy. Specialized software processes the images to generate point clouds, digital elevation models (DEMs), orthomosaics, and 3D models. Techniques like Structure from Motion (SfM) and Multi-View Stereo (MVS) are commonly used. Depending on the application, various corrections and enhancements may be applied to improve data accuracy and usability.
Photogrammetry is used for topographic mapping, architectural surveys, environmental monitoring, and infrastructure inspection. It offers high precision, rapid data collection, and versatility across different fields and scales. Tools involved include high-resolution digital cameras and software such as Agisoft Metashape, Pix4D, and Autodesk ReCap. This technique is critical in geospatial sciences, providing accuracy and efficiency in mapping and measurement tasks, especially when integrated with UAS technologies.
The 2D Photogrammetry technique involves capturing overlapping images of an area from the air to create 2D maps. The UAS flies in a grid pattern, capturing high-resolution images. These images are then processed using photogrammetry software to generate orthophotos (i.e. geometrically corrected images). 
The 3D Photogrammetry technique is similar to the previous one, but it extends to create 3D models od terrain and structures. By capturing images from multiple angles with overlapping fields of view, photogrammetry extracts depth information to create 3D models from 2D images. 
Photogrammetry data can be easily integrated with other GIS (Geographic Information Systems) data and software. Outputs such as orthophotos and 3D models are compatible with various mapping and CAD (Computer-Aided Design) tools.
[bookmark: _Toc185600905]Ortho-mosaic Mapping
Ortho-mosaic mapping involves creating a seamless, high-resolution map from multiple aerial images. Images are geometrically corrected for distortion and stitched together to form a single, continuous map. Ortho-mosaic maps are produced in standard formats like GeoTIFF, which can be used across different GIS platforms and applications. They are also compatible with photogrammetric software and tools used in urban planning, agriculture, and environmental monitoring.  
[bookmark: _Toc185600906]LiDAR
LiDAR uses laser pulses to measure distances to the Earth's surface, creating detailed 3D maps. A LiDAR sensor mounted on the UAS emits laser pulses and measures the time it takes for them to return after hitting the ground. The data is processed to create a dense point cloud representing the terrain. LiDAR data is widely used and can be integrated with photogrammetry data to enhance accuracy. It is compatible with various GIS, CAD, and BIM (Building Information Modeling) systems, making it useful for topographic mapping, forestry, and flood risk assessment.
In the framework of the activities foreseen by the FRED project, the use of remote sensing data from passive sensors such as Landsat and Sentinel-2 can explain a certain fraction of surface fuel load variability, as they carry information related to vegetation density and species composition, which are likely to drive understory presence and the type and amount of litter. However, fine-scale variation of surface fuel components is not adequately captured with these data; hence active remote sensing systems like drones equipped with LiDAR sensors, which are able to partly penetrate canopies and collect information about vertical forest structure and the forest floor, may be useful in the direct mapping of laying trunks, shrubs or even the presence of herbs and grasses. 
In scientific literature, different studies report the success of LiDAR data for estimating forest attributes (Bottalico et al., 2017, Zhao et al., 2011), quantify post-disturbance structural characteristics (Bolton et al., 2015, McCarley et al., 2017), fire severity assessment (García et al., 2020, Montealegre et al., 2014) and vegetation recovery analysis (Gordon et al., 2017, Martín-Alcón et al., 2015). The use of low-density LiDAR data has also proved its ability to estimate forest attributes in Mediterranean forests (Gelabert et al., 2020, Tijerín et al., 2022), providing a suitable representation of the post-fire forest conditions attending to both vertical structure and horizontal continuity of vegetation (Kane et al., 2010). Estimates of vegetation cover and height as well as structural heterogeneity provide valuable information on how the dominance of shrub and tree strata is shifting within the recovery process (Bartels et al., 2016). However, the fusion of LiDAR with multispectral data can provide both direct and indirect measurements of surface fuels and may thus lead to more accurate mapping both within and across different forest types. Studies combining ALS with multispectral information have found moderate improvements in predicting surface fuel load variation for different forest types (Bright et al., 2017; Stefanidou et al., 2020).
[bookmark: _Toc185600907]Multispectral and hyperspectral imaging
These techniques capture data across multiple wavelengths, beyond the visible spectrum. UAS equipped with multispectral or hyperspectral sensors capture images in different spectral bands, providing detailed information about the composition of surfaces. Multispectral and hyperspectral data are highly valuable for specific applications such as agriculture and environmental monitoring. These datasets can be integrated with other mapping techniques to provide comprehensive analysis but require specialized software for processing and analysis. 
[image: https://www.middletonspectral.com/wp-content/uploads/Imaging-Types-Graphic-300x269.jpg]
Figure 8. Different modes of imaging illustrating the benefits of hyperspectral imaging. (https://www.middletonspectral.com/resources/what-is-hyperspectral-imaging/)
For fire detection and monitoring, multispectral imaging is generally more suitable due to its efficiency in detecting heat and flames, faster processing times and lower data volume, and cost-effectiveness and ease of use.
Multi-wavelength techniques are useful for fire detection as well as for radiometric measurements. Sensor systems integrating several infrared bands are common for sophisticated fire detection and monitoring instruments used on satellites and high-altitude aircraft. For example, the autonomous modular sensor (AMS-Wildfire) can scan a broad path of ground from a UAV (Ambrosia et al., 2011) or pressurized inhabited aircraft Schroeder et al., 2014) (field of view selectable at 43° or 86° trading off with resolution) at 12 spectral bands from 0.42 to 11.26 µm (visible to thermal infrared VIS-TIR). Usually in the infrared regions four dual-gain bands are scanned at both a high gain and a low gain to allow a wide temperature measurement range. The spectral range and selectivity allow for multi-band detection algorithms (Ambrosia et al., 2014; Li et al., 2001), that compare pixel temperature in the MWIR with responses in TIR and Visible range to reduce false detections.
Nighttime imaging provides another opportunity to avoid the effects of reflected sunlight on MWIR (and SWIR) sensing. As thermal sensing aims to detect emitted rather than reflected energy it can be performed both day and night. A disadvantage of nighttime sensing is that wildfires tend to have a strong diurnal cycle and size and intensity of the fire often decreases markedly overnight (Hinkley et al., 2011).
[bookmark: _Toc185600908]Thermal Imaging 
Thermal imaging detects heat emitted by objects, which is useful for identifying temperature variations. UAS equipped with thermal cameras capture thermal radiation, which is processed to create thermal maps. Thermal imaging data can be used in conjunction with other types of data (like RGB imagery and LiDAR) for applications such as energy audits and search and rescue. However, integration requires specialized software capable of handling thermal data.
Aerial photography or videography remains the most commonly performed tasks with drones. For this purpose, drones are equipped with one or multiple cameras, enabling them to capture their surroundings from the air. 
In the field of cameras, there are two main types of sensors: standard camera sensors and thermal camera sensors. Standard camera sensors, also known as visible-light cameras or RGB cameras, capture images using the visible spectrum of light with red, green, and blue channels to create full-color images. These cameras are commonly used for regular photography and videography in typical lighting conditions. On the other hand, thermal camera sensors, also called infrared cameras, detect infrared radiation emitted by objects based on their temperature, allowing visualization of heat variations in a scene. Thermal cameras are valuable for applications like night vision, firefighting, search and rescue operations, industrial inspections, and identifying heat leaks in buildings. Utilizing IR cameras presents a favourable solution for fire detection and localization. The technique’s advantages stem from its ability to identify highly luminous pixels against a dark background, enabling the distinction between fires and other objects, such as animals, through suitable algorithms. In scenarios where conventional RGB images encounter limitations due to dense vegetation and inherent variations in lighting within forest environments, thermal imaging emerges as a promising avenue for wildfire detection. By virtue of their capability to capture the distinctive heat emissions associated with combustion activities, thermal images transcend the constraints of traditional visual methods. By circumventing the visual impediments posed by dense foliage, thermal images enable a more accurate detection of fire hotspots, thereby facilitating early identification and swift response in managing emergency situations related to forest fires.
The thermal sensitivity of a thermal camera measures its ability to detect subtle temperature differences, thereby enabling visualization of objects with minimal thermal variations. These cameras can operate in different ranges of the infrared spectrum, typically categorized as near-infrared (NIR), mid-infrared (MIR), and far-infrared (FIR), each having specific applications. However, thermal images may be influenced by weather conditions, absorption, and reflection of infrared radiation, as well as the distance between the object and the camera, which can impact their quality and accuracy.
However, there are certain drawbacks associated with this approach. One primary limitation is the inability to detect and classify clouds. Consequently, it becomes challenging to differentiate a cloud with a dense concentration of smoke, indicating a fire, from a typical hydrometeor. In this context, also for these reasons, the detection of fires in videos using both the visible and (IR) spectrum is a powerful approach that enhances the capabilities of fire detection systems. In fact, by analysing video footage captured in both spectra, advanced computer vision algorithms can effectively identify and alert authorities to the presence of fires in real-time. Video-based fire detection using the visible and IR spectrum leverages the distinct characteristics of flames, smoke, and heat emitted by fires. The visible spectrum captures the visual cues of flames and smoke, while the IR spectrum detects the thermal signatures and temperature anomalies associated with fire events.
[bookmark: _Toc185600909]Real-time data transfer and live video streaming 
Real-time data transfer and live video streaming provide immediate insights during UAS operations. UAS transmits data and video feed to ground control stations in real-time, enabling live monitoring and quick decision-making. Real-time data transfer and video streaming are useful for immediate decision-making and surveillance. Integration with other data types can be challenging due to the need for robust communication links and real-time processing capabilities.
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Figure 9. The fire event viewed with two different cameras, conventional RGB (right) and infrared (left); Source: (https://extension.okstate.edu/fact-sheets/using-drones-with-infrared-capabilities-to-monitor-fire-behavior.html)
[bookmark: _Toc185600910]Geometrical evaluation 
This involves analyzing the geometrical properties of the surveyed area to ensure accuracy. Data collected by UAS is processed to evaluate geometric accuracy, such as distances, angles, and volumes. Geometrical evaluation data is essential for ensuring the accuracy of survey data. This data can be integrated into most surveying and mapping software, enhancing the precision of the final outputs.
[bookmark: _Toc185600911]Aerial Action 
Aerial actions utilise techniques to enhance operational effectiveness regarding particular application. Among aerial action techniques, sound diffusion and lighting can be distinguished as most effective. 
Sound diffusion technique 
This technique implies that the drone is equipped with loudspeaker/s, in order that emits sound across a specific area. The sound is generated as an audible alert or information, depending on a particular situation. 
Examples of sound messages can be information about the flight, specific actions, public announcements (PA), crowd control, various types of orders, etc. One of the main features of this technique is the insurance of even sound distribution over the large or difficult to access area. Sound diffusion technique is valuable in environments where usual, fixed PA systems are not feasible (e.g. forests).
  
Table 3. UAS sound diffusion geographical features 
	Height Range
	Use Case
	Benefits
	Limitations
	Feasible Areas

	Low Altitudes

	0-100 meters
	- Localized sound diffusion
	- Clearer sound transmission
	- Limited area coverage
	- Small-scale areas (under 1 km²)

	
	- Crowd management or public announcements
	- Less sound loss
	- May not be suitable for densely populated areas
	- Construction sites, rallies

	
	- Wildlife deterrence
	
	- Noise interference at ground level
	

	Medium Altitudes

	100-300 meters
	- Medium-sized area sound diffusion
	- Moderate area coverage
	- Some sound attenuation
	- Medium-scale areas (1-5 km²)

	
	- Wildlife management or search/rescue
	- Suitable for parks, wildlife areas
	- Requires moderate sound power
	- Parks, agriculture, search & rescue

	
	
	
	
	

	High Altitudes

	300 meters and above
	- Large-scale sound diffusion
	- Wider area coverage
	- Significant sound attenuation at higher altitudes
	- Large-scale areas (5-10 km²)

	
	- Emergency response, military use
	- Can cover vast regions
	- Requires high-powered emitters
	- Disaster zones, military operations

	
	
	
	- Drone regulations may limit operations
	

	Feasibility Factors
	- Weather conditions (wind, humidity)
	- Clear conditions improve sound quality
	- Poor weather can degrade sound performance
	

	
	- Airspace regulations
	- Safe, regulated drone operations
	- Restricted operations in populated areas
	

	
	- Drone battery life & payload capacity
	- Drones can operate longer with efficient power
	- Payload limits may restrict sound system size
	



Generally, the effective height for a power of approximately 100 dB is 30 meters. The effective heights, areas, and feasibility considerations for sound diffusion using UASs is presented in Table 3. 
Lighting technique
Areas difficult to access can be investigated and approached with UAS equipped with spotlights, i.e. powerful lighting systems. The application of lighting technique is reflected in search and rescue operations, surveillance, disaster response, inspection, etc. This technique enables operators to illuminate large areas from above, significantly enhancing visibility in low-light or night-time environments. The usage of LED or other high-intensity light sources enables the provision of focused lighting on demand. 
The height at which lighting UASs operate depends on the power of the light source and the area that needs to be illuminated. Typical operational altitudes for lighting drones range from 50 to 150 meters, though this may vary depending on the specific scenario (Table 4).
Table 4. UAS lighting geographical and effective features
	Height Range (meters)
	Area of Illumination (square meters)
	Typical Application

	0-50
	500-1000
	Close-range inspections, small search areas

	50-100
	1000-5000
	Larger rescue operations, moderate area surveillance

	100-150
	5000-10000
	Large-area disaster response, mass casualty management



In order to achieve optimal results, one of the main features of UAS lighting technique is the illumination angle, or beam spread. It is the angular dispersion of light emitted from the drone's lighting system. It determines how wide or narrow the light will spread as it travels from the source (drone) to the target area. The angle of the light relative to the ground changes with the altitude of the drone, affecting the size of the illuminated area. The key features of angles in UAS lighting techniques are presented in Table 5. 
Table 5. UAS aerial action lighting technique: key features
	Aspect
	Feature
	Details
	Application

	Illumination Angle
	Narrow Beam (10-30 degrees)
	Focused lighting with high intensity. Useful for precision tasks, e.g., infrastructure inspection.
	Power line inspection, building inspection, search and rescue in confined spaces.

	
	Wide Beam (40-120 degrees)
	Broad lighting with lower intensity. Covers large areas but with less focus.
	Search and rescue in open areas, disaster relief, general surveillance of large areas.

	Altitude vs. Coverage
	Low Altitude (0-50 meters)
	Narrow beams cover small areas with high intensity. Wide beams offer clear lighting for confined areas.
	Close-up inspections, patrolling, security in confined areas.

	
		



	Medium Altitude (50-100 meters)



	Moderate coverage with narrow beams and broader coverage with wide beams.
	Search and rescue missions, surveillance over moderate areas, firefighting operations.

	
	High Altitude (100-150 meters)
	Extensive area coverage with wide beams but with reduced intensity. Narrow beams provide focused lighting at greater distances.
	General surveillance over large open areas, long-distance identification of targets.

	Angle of Incidence
	Direct Incidence (90 degrees)
	Maximum light efficiency, uniform illumination across the surface, no shadowing.
	Road inspections, flat terrain illumination, open area surveillance.

	
	Oblique Incidence (< 90 degrees)
	Reduced efficiency with elongated shadows. Enhances contrast for object detection in specific scenarios.
	Surface anomaly detection, shadow-based observation, rugged terrain inspections.

	Adjustable Lighting
	Gimbal/Tilting Systems
	Real-time control of lighting angles, compensating for drone movement or varying terrain.
	Dynamic search and rescue missions, real-time target tracking in security operations, inspections requiring frequent lighting adjustments.

	Field of View (FOV)
	Wide FOV with Matching Wide Beam
	Ensures the entire scene captured by the camera is properly illuminated.
	Surveillance, disaster recovery, search missions over broad areas.

	
	Narrow FOV with Matching Narrow Beam
	Focuses on small, specific zones, with intense illumination for detailed observation.
	Infrastructure inspection, targeted security observations, precision search in rescue operations.





[bookmark: _Toc185600912]Mapping approaches
Rectangle mapping  
Rectangle mapping Involves flying in a rectangular grid pattern to cover the survey area comprehensively. The grid-based approach of rectangle mapping is compatible with most surveying and mapping software. It ensures comprehensive coverage and is easy to process with standard tools.
[image: ]
Figure 10. UAS rectangle mapping data collection technique
The mapping technique consists of programming a zone rollover plan mapping, automatic flight as pilot monitoring to capture images, recovery of captured images, treatment of images in photogrammetry software, and the production of a 2-dimensional orthophoto mosaic map. 
Spiral mapping  
This technique is used for detailed surveys of specific areas by flying in a spiral pattern from a central point. Spiral mapping is useful for focused areas and can be integrated with other mapping data. However, it might require specialized processing techniques to handle the unique flight pattern.
[image: https://www.researchgate.net/profile/Daniel-Gandolfo-3/publication/299381342/figure/fig5/AS:414659854258177@1475874021211/Spiral-path-at-constant-velocity_W640.jpg]
Figure 11. UAS spiral path (source: https://doi.org/10.5755/j01.itc.45.1.12413)
The spiral technique breaks down as follows; i) a circular evolution around the building to collect 4 photos (ABCD facades); ii) a circular evolution to capture a short video of the 4 facades of the building; iii) a vertical shift centered to capture a photo of the roof (R) and the tactical situation as a whole (Figure 12). 
[image: ]
Figure 12. UAS spiral technique
[bookmark: _Toc185600913]Interoperability
Interoperability in UAS (Unmanned Aircraft Systems) data collection techniques refers to the ability of different systems and methods to work together seamlessly. The interoperability of UAS data collection techniques largely depends on the standardization of data formats and the compatibility of processing software. Techniques like 2D/3D photogrammetry, ortho-mosaic mapping, and LiDAR are highly interoperable due to their widespread use and standardized outputs. Multispectral/hyperspectral imaging and thermal imaging, while highly valuable, require specialized software for full integration. Real-time data transfer and video streaming offer immediate insights but need robust systems for real-time processing. The interoperability matrix between data collection techniques is presented in Table 6. 
Table 6. Interoperability matrix.
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M – medium interoperability; H – high interoperability; P – 2D/3D Photogrammetry; OM – Ortho-mosaic Mapping; MHI – Multispectral/Hyperspectral Imaging; L – LiDAR; TI – Thermal imaging; R – Real-time Data Transfer & Live Video Streaming, GE - Geometrical Evaluation; R – Rectangle Mapping; S – Spiral Mapping
The Figure 13 shows most common UAS aerial surveying and mapping techniques, and levels of interoperability. 
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Figure 13. UAS aerial surveying and mapping techniques, and levels of interoperability
The extended information on data collection methods, their description, interoperability, importance and quality are presented in Table 7. 
Table 7. Description and interoperability between data collection techniques. 
	Technique
	Description
	Interoperable with
	Importance[footnoteRef:1] [1:  The importance parameter reflects the criticality of the technique in various application; medium – techniques that are essential for certain specialized tasks but not universally critical, high – techniques widely used in various applications, providing essential data, very high - techniques that are crucial across many applications, providing foundational data for multiple analyses.] 

	Quality[footnoteRef:2] [2:  The quality parameter assesses the accuracy and reliability of data provided by each technique; high – provides accurate and reliable data for most applications, very high – offers superior accuracy and reliability, often forming the backbone of detailed analysis.] 


	2D/3D Photogrammetry
	Captures images from different angles to create 2D maps and 3D models
	Ortho-Mosaic Mapping, Point Clouds, Thermal Imaging
	High
	High

	Ortho-Mosaic Mapping
	Generates geometrically corrected maps with uniform scale
	2D/3D Photogrammetry, Thermal Imaging
	High
	Very High

	Point Clouds
	Dense collection of points representing 3D structures, captured using LIDAR or photogrammetry
	2D/3D Photogrammetry, Thermal Imaging
	Very High
	Very High

	Thermal Imaging
	Captures temperature variations, identifying heat sources or anomalies
	2D/3D Photogrammetry, Ortho-Mosaic Mapping, Point Clouds
	High
	High

	Multispectral Imaging
	Captures data across multiple light wavelengths, beyond the human eye
	Hyperspectral Imaging, 2D/3D Photogrammetry
	Medium
	High

	Hyperspectral Imaging
	Captures comprehensive spectral data across a wide range of wavelengths
	Multispectral Imaging, 2D/3D Photogrammetry
	Medium
	Very High

	Real-time Data Transfer and Live Video Streaming
	Sending data and video feed in real-time
	Thermal imaging, multispectral imaging
	High
	High

	Geometrical evaluation
	Analyzing geometric properties for precise measurements
	3D photogrammetry, LiDAR
	High
	High

	Rectangle Mapping
	Covering areas in a systematic rectangular pattern
	Ortho-mosaic mapping 
	Medium 
	Medium

	Spiral Mapping
	Covering areas in a spiral pattern for detailed central focus
	Ortho-mosaic mapping
	Medium 
	Medium



Most techniques exhibit medium to high interoperability, particularly when used in conjunction with standard formats and comprehensive processing software. Integration is most seamless between methods like 2D/3D Photogrammetry, Ortho-Mosaic Mapping, and LiDAR, while spectral and thermal imaging require more advanced data fusion techniques. 
[bookmark: _Toc168666380][bookmark: _Toc185600914]Scope of application/Mission actions/mode of operation:
[bookmark: _Toc185600915]General considerations and an overview in data collection techniques’ applications 
The UAS with their remote sensing techniques enable a variety of applications ranging in their nature. The applications can be roughly and broadly categorised as i) agricultural and environmental applications, ii) intelligence, surveillance, and reconnaissance, iii) aerial monitoring in engineering, iv) cultural heritage, and v) traditional surveying, conventional mapping and photogrammetry, and cadastral applications. 
As for employed data collection techniques, the application examples are presented in Table 8.  
Table 8. Examples of particular UAS data collection techniques’ applications 
	Technique
	Application examples

	Photogrammetry
	2D
	Urban planning, agriculture, land use mapping, topographic mapping, and environmental monitoring

	
	3D
	Construction site monitoring, historical site documentation, and infrastructure inspection

	Ortho-Mosaic Mapping
	Agriculture (e.g. crop health monitoring), forestry (e.g. tree count and health), land surveying, environmental studies, disaster management

	LiDAR (point clouds)
	Topographic mapping, forestry (e.g. canopy height measurement), flood risk assessment, heritage conservation

	Multispectral and Hyperspectral Imaging
	Precision agriculture/ advanced agricultural analysis (e.g. crop health assessment), environmental monitoring (e.g. pollution detection), mineral exploration, fire assessment (e.g.  thermal anomalies’ detection, burned and unburned vegetation differentiation, post-fire recovery monitoring)

	Thermal Imaging
	Energy audits (e.g. detecting heat leaks in buildings), search and rescue operations (locating missing persons), wildlife monitoring, firefighting, fire detection 

	Real-time Data Transfer and Live Video Streaming
	Surveillance, disaster response, and military operations

	Geometrical Evaluation
	Engineering, construction, and scientific research

	Mapping
	Rectangle
	Large area surveys like agriculture fields or urban planning

	
	Spiral
	Disaster site surveys, archaeological sites



Different applications in terms of remote sensing are shown in Figure 14. 
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Figure 14. UAS aerial surveying and mapping techniques, and levels of interoperability (10.3390/drones6060147) 
[bookmark: _Toc185600916]Mission actions’ application examples
The UAS have become pivotal in enhancing various mission actions across different operational scopes. Their advanced technologies and versatile applications allow for real-time visual observation, thermal imaging, firefighting support, search and rescue operations, and post-event investigation and analysis.
Search for danger: In emergency situations, UAS can be deployed to search for potential dangers, such as hazardous materials, structural damage, or trapped individuals. Their ability to access hard-to-reach areas makes them invaluable for disaster response and management.
UAS provide security and technical escort services by monitoring and protecting assets, personnel, and infrastructure. They can patrol perimeter fences, monitor crowds, and provide aerial support during transport of high-value items or sensitive operations.
Real-Time Visual Observation, in terms of Safety Watch and Patrol Mode refers to continuous monitoring of areas for security purposes, inspecting infrastructure, as well as environmental monitoring and surveillance.  
Detection of Hot Spots in function of early warnings aims at identifying potential fire hazards or equipment overheating. Depending on several data collection and monitoring techniques and technologies thermal imaging is presented: on the example of detecting hot spots in a forest to provide early warnings for wildfire prevention.
 
Table 9. Steps in Hot Spot Detection with Multiple Techniques
	Step
	Description

	Planning
	Define objectives, plan flight paths, and check equipment

	Deployment
	Launch UAS, navigate using GPS, capture data using thermal, multispectral, hyperspectral, and visual/IR sensors

	Data Collection
	Monitor data feed, ensure stable flight for high-quality data

	Analysis
	Process images, identify hot spots, georeference data

	Reporting
	Generate alerts, communicate findings to authorities, provide coordinates and temperature/spectral data

	Follow-Up
	Conduct additional flights to monitor hot spots and verify mitigation measures



Logistic Support for Search and Rescue and Search and Recovery operations in locating missing persons, delivering supplies, and providing situational awareness (especially in remote areas).
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Figure 15. Drone support for Search and Rescue Operations (https://altigator.com/en/drones-for-search-rescue-missions/)
Post-Event Investigation and analysis – Recording/Mass Casualty: Documenting the aftermath of natural disasters or accidents for analysis and reconstruction (e.g. creation of detailed maps of areas affected by a flood/fire/other in order to assess damage, impacts, plan recovery efforts…. aim: to improve future response strategies. 
From real-time visual observation and thermal imaging to firefighting support and SAR operations, UAS enhance the effectiveness and efficiency of various missions. Their role in post-event investigation and analysis further underscores their value in modern operational strategies. 
Drone forensics is a specialized field of digital forensics focused on the collection, analysis, and interpretation of UAS data. Their use in criminal activities, accidents, and security breaches is growing, necessitating robust forensic methodologies to extract and analyse data from these devices. Key aspects of drone forensics are Data collection from drones, Types of data, Forensic methodology, Legal and ethical considerations, and Application of forensics. 
Support for Firefighting Operations, providing real-time data and thermal imaging to support ground firefighting teams (e.g. mapping the extent of a fire and identifying the hottest areas to prioritize firefighting efforts). In general, the integration of advanced sensors and communication systems makes UASs an invaluable asset in managing and mitigating fire-related incidents. They enhance firefighting capabilities by providing critical, real-time information, improving safety for human responders, and enabling more efficient and effective resource deployment. Their ability to gather data in hazardous and hard-to-reach areas, coupled with advanced imaging and mapping technologies, makes them indispensable in modern fire management strategies.
Key applications of UASs in firefighting consist of more previously described mission actions and data collection techniques, and can be categorised as follows: i) Real-time aerial observation; ii) Thermal imaging for hotspot detection; iii) Geospatial mapping and 3D modelling; iv) Communications relay and coordination; v) Logistics support; and vi) Post event analysis and documentation. 
[bookmark: _Toc185600917]Operational capacity of the FRED platform – data transmission and viewing optimisation
The preferred minimum computing power for the best resolution (1440p-4K) of the FRED platform user stations is specified as follows: 
Processor: Intel Core i7 (10th gen or newer) or equivalent
RAM: 16 GB or more
Graphics: Dedicated graphics card with 8 GB VRAM (NVIDIA GeForce GTX 1660, RTX 2060 or equivalent)
Storage: 512 GB SSD or larger
Internet Speed: 50 Mbps or higher
Monitor: 27" screen with 2560x1440 resolution or better



[bookmark: _Toc168666385][bookmark: _Toc185600918]Unmanned aircraft system setup
[bookmark: _Toc168666387][bookmark: _Toc168666386][bookmark: _Toc185600919]UAS team organizational structure
The organization of the team is critical to the successful implementation and operation of UAS projects. A well-structured team ensures that all aspects of UAS deployment, from planning and execution to analysis and compliance, are handled efficiently and effectively. This section outlines the hierarchical structure of the UAS team, highlighting the key roles and the overall framework designed to support seamless coordination and communication.
The UAS team is organized into a multi-tiered structure, with each tier addressing specific aspects of UAS operations. The structure is designed to facilitate specialization, accountability, and streamlined processes. The primary components of the UAS team organization include: the UAS Department/Team Manager, and support managers such as the Administration and Regulation Manager, Training Manager, Technical Manager, and Safety Manager. The primary and all subsequent tiers are supported by the IT Support Specialist and Public Relations Specialist. In cases where the UAS team comprises more than one UAS team, a UAS Team Coordinator must be assigned (lightly red-shaded shape). Each UAS team is led by a UAS Team Leader and comprises specialized roles essential for UAS operations. The teams are structured to handle specific missions and tasks, ensuring focused and efficient operations. Additionally, regarding specific tasks, the structure can be modified ie reorganized which means that some positions can be added, merged, or removed. This can be done but with great caution because it can have a high impact on some key elements of the successful implementation of UAS Department/Team.
To ensure the effective operation and management of UAS activities, robust communication channels, and coordination mechanisms must be established. Regular meetings, reporting protocols, and collaborative tools must be employed to keep all UAS Team members aligned and informed.
· Regular Meetings: Scheduled meetings for status updates, mission planning, and issue resolution.
· Reporting Protocols: Clear protocols for reporting progress, incidents, and insights.
· Collaborative Tools: Utilization of tools and platforms for real-time communication and document sharing.

The organizational chart of the UAS team is presented below
.
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Figure 16: Organizational chart of the UAS team



However, according to the document titled “Best practices, techniques, and tactical uses of remotely operated systems for fire and rescue missions in 2022.” published by International Emergency Drone Organization, IEDO, the UAS team organizational structure can integrate with the International/Regional Drone Coordinator for cases requiring international or regional collaboration. This coordination ensures seamless integration and effective management of unmanned aircraft operations across different jurisdictions.
By establishing a clear and efficient organizational structure, the UAS team is poised to execute its missions with precision, ensuring safety, compliance, and operational success. This structure not only supports current operations but also provides a scalable framework for future growth and adaptation to new challenges and opportunities.
[bookmark: _Toc168666388][bookmark: _Toc185600920]Regulatory frameworks and requirements
Regulatory frameworks and requirements are essential for ensuring the safe and legal operation of Unmanned Aircraft Systems (UAS). This section outlines the necessary legal, operational, and safety regulations that must be adhered to for the successful deployment and operation of UAS in various regions involved in the project.
The European Union has established a comprehensive regulatory framework for UAS operations to ensure their safe and efficient integration into the airspace. These regulations, overseen by the European Union Aviation Safety Agency (EASA), apply to EU member states and certain non-EU countries that are part of the European Free Trade Association (EFTA), including Switzerland, Liechtenstein, Norway, and Iceland. These regulations became applicable on 31 December 2020, superseding national regulations while allowing member states some flexibility in specific aspects, such as age requirements for remote pilots and authorization of model clubs.
The EU regulatory framework for Unmanned Aircraft Systems (UAS) includes two primary legal acts:
· Commission Implementing Regulation (EU) 2019/947: Focuses on operational requirements and procedures, such as operator registration and remote pilot certification. This regulation became applicable on 31 December 2020, replacing national regulations. The related Acceptable Means of Compliance and Guidance Material (AMC & GM) are available on https://www.easa.europa.eu/en/document-library/acceptable-means-of-compliance-and-guidance-materials/group/amc--gm-to-part-uas#amc--gm-to-part-uas.
· Commission Delegated Regulation (EU) 2019/945: Addresses technical certification requirements for UAS, including design, manufacturing, maintenance, and third-country operations. It has been applicable since 1 July 2019.
More specifically, Regulation (EU) 2019/947 addresses the following: Implementing regulations are legal acts adopted by the European Commission to ensure uniform application of EU laws across all Member States. These regulations provide specific details and guidelines on how EU laws and regulations should be practically applied. Regulation (EU) 2019/947 specifically concerns the rules and procedures for the operation of UAS in the European Union.
Regulation (EU) 2019/945 covers the following: Delegated regulations are legal acts delegated by the European Commission to supplement or amend non-essential parts of EU legislative acts. These regulations offer additional specifications or clarifications to the primary legislation, ensuring its effective implementation. Regulation (EU) 2019/945 specifically relates to the certification requirements for UAS and their remote pilots, supplementing the provisions of Regulation (EU) 2019/947.
Starting 1 January 2024, the new European drone regulations require drones to be marked with a C-classification (C0-C6) indicating compliance with specific standards. These markings apply to both new and legacy drones. Starting from 1st of January 2024, drones put on the market before January 1st, 2024 (legacy drones) without a class mark may still be operated in the A1 or A3 subcategories based on their mass. Legacy drones may already have a C-marked label, while others require operators to download and print a declaration of conformity from the manufacturer's website.
Also, starting from 1 January 2024, all drones marked C1, C2, and C3, as well as those operated in the specific category below 120m, will be required to use an active and updated remote identification (Remote ID). Drones marked C1, C2, and C3 will come with a Remote ID system that broadcasts information such as the drone’s position and operator registration number. This measure enhances security and helps identify non-compliant drones. Legacy drones over 250g are recommended to be equipped with a Remote ID.
As most of the countries involved in this project are part of the EU or implement EU regulations regarding UAS flight operations, the majority of the material will be connected to these regulations. However, for some countries that are not part of the EU, specific regulations will be mentioned accordingly.
Several organizations contribute to the development and implementation of drone regulations:
· European Union Aviation Safety Agency (EASA): Develops regulations and ensures safety in civil aviation across the EU.
· National Aviation Authorities (NAAs): Implement and enforce aviation regulations within their respective jurisdictions.
· EUROCAE: Develops standards for aviation equipment, including drones.
· EUROCONTROL: Coordinates Air Traffic Management across European airspace.
· Joint Authorities for Rulemaking on Unmanned Systems (JARUS): Develops harmonized standards for UAS regulation.
· SESAR Joint Undertaking (SJU): Focuses on modernizing and harmonizing Air Traffic Management (ATM) in Europe.
· European Defence Agency (EDA): Coordinates military and civilian drone operations.
Within Commission Implementing Regulation (EU) 2019/947, UAS flight operations are categorized into three main categories: Open, Specific, and Certified.
· Open Category: Covers low-risk operations, divided into subcategories A1, A2, and A3, each with specific operational limitations.
· Specific Category: Covers medium-risk operations requiring a risk assessment and authorization.
· Certified Category: Covers high-risk operations similar to manned aviation, requiring certification of the UAS and the operator.
Open Category-low risk
The Open category covers low-risk operations. UAS operations in this category do not require prior authorization but must comply with specific operational limitations. The Open category serves as the main reference for the majority of leisure UAS activities and low-risk commercial activities.
The ‘open’ category is in turn subdivided into three sub-categories – A1, A2, A3 -- which may be summarised as follows:
· A1: Operations over people but not over assemblies of people.
· A2: Operations close to people with stricter requirements on the UAS and remote pilot.
· A3: Operations far from people.
Flight operations in the Open category must be conducted with a drone:
· Bearing a C0 to C4 class identification label, or;
· Being privately built (built for your own use), or;
· Even without a class identification label, but only if placed on the market before 31 December 2023.
All drones operating in the open category (with limited exceptions) need to be equipped with a remote identification system.
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Figure 17: Drone categories and coverage; 
Source: https://www.easa.europa.eu/en/domains/drones-air-mobility/operating-drone/open-category-low-risk-civil-drones
Specific Category-medium risk
A UAS can be operated in the ‘specific’ category when it operates outside the limitations of the Open category. If the risk of the operation is even higher, the UAS must be operated in the Certified category. This section provides information on the specific category for drone operations.
Examples of UAS Operations in the Specific category:
· Beyond Visual Line Of Sight, BVLOS
· Using a UAS with maximum take-off mass, MTOM > 25 kg
· Flying higher than 120m above ground level, AGL
· Dropping material
Operating a UAS in an urban environment with an MTOM > 4 kg or without a class identification label
To fly in this category, UAS operators must obtain operational authorization from the NAA of the state of registration before starting flight operations. Even if the operation is to be conducted in a state other than the one of registration, the authorization is issued by the NAA of the state of registration. Authorization is required unless the operation is conducted in accordance with a European Standard Scenario, STS (applicable from 1 January 2024) or if the NAA grants a Light UAS Operator Certificate, LUC with privileges.
To operate in the specific category, there are four different methods:
· Submit a declaration based on a Standard Scenario (STS-01/02)
· Obtain operational authorization following a Pre-Defined Risk Assessment, PDRA
· Obtain operational authorization without a PDRA
· Obtain a LUC
When operating in a specific category, UAS operators must develop an Operations Manual. This manual, along with other applicable documents, is submitted to the NAA to:
· Obtain operational authorization following a PDRA.
· Obtain operational authorization without a PDRA (submitted with the Specific Operations Risk Assessment, SORA).
· Be certified as a Light UAS operator 
An operational authorization covers all flights within its defined limits and may be valid for an unlimited number of flights and time unless explicitly limited by the NAA. If the operation is in an area covered by a geographical zone, a flight authorization may be required, regardless of the flight category. This authorization is independent and necessary even if the flight is performed according to an EU STS or in the Open category. As in Open category, all UAS operating in the specific category must be equipped with a remote identification system.
Certified Category-high risk
The Certified category caters to operations with the highest level of risk. Future UAS flights with passengers on board, such as air taxis, will fall into this category. The safety approach for these flights will closely mirror that used for manned aviation.
To ensure the safety of these operations, several stringent requirements are in place:
· Aircraft Certification: The drones must be certified, meaning they need a type certificate and a certificate of airworthiness.
· UAS Operator Approval: The operator must have an air operator approval issued by the competent authority.
· Pilot Licensing: The remote pilot is required to hold a pilot license.
· Enabling operations in the certified category will require extensive amendments to existing aviation regulations, making it a major task. To manage this, EASA has decided to address the necessary changes in multiple phases, focusing initially on three types of operations:
· Type 1: International flights of certified cargo drones conducted under Instrument Flight Rules (IFR) in airspace classes A-C, taking off and landing at aerodromes under EASA’s scope. Example: An UAS transporting cargo from Paris to New York.
· Type 2: Drone operations in urban or rural environments using predefined routes in airspaces where U-space services are provided. This includes unmanned drones carrying passengers or cargo. Example: Air-taxi services or package delivery services directly to your balcony, rooftop, or front yard.
· Type 3: Similar to Operations Type 2 but conducted with an aircraft that has a pilot on board. Initially, this will cover the first type of air taxi operations where the pilot is onboard. In a subsequent phase, these operations will transition to being remotely piloted.
Regardless of the category, certain fundamental requirements apply to all UAS operations within the EU.
1. Registration
All UAS operators must be registered with the NAA of their respective country when operating within the open category with UAS that have a maximum take-off mass of at least 250g, or unmanned aircraft that, in the event of an impact with a person, can transfer kinetic energy greater than 80 J, or unmanned aircraft equipped with sensors capable of collecting personal data, unless the unmanned aircraft are considered toys in accordance with Directive 2009/48/EC. When operating unmanned aircraft within the "specific category," this registration requirement applies regardless of their mass.
2. Liability insurance
UAS operators should have appropriate insurance coverage to protect against liability in case of accidents or damage caused by the UAS. This is particularly important for commercial operations and can be mandated by national regulations.
3. Marking
UAS must display a registration number provided by the NAA. Additional marking requirements may apply based on specific operational categories.
4. Remote Pilot Competency
Remote pilots must complete appropriate training and pass competency assessments. Training requirements vary by operational category, ranging from online courses for the Open category to formal certification for the Certified category.
5. Geofencing and No-Fly Zones
Compliance with geofencing requirements to avoid restricted airspace, as well as awareness of and adherence to temporary flight restrictions and no-fly zones.
6. Privacy and Data Protection
UAS operations must comply with the EU General Data Protection Regulation (GDPR). Data minimization and the secure handling of collected data are mandatory.
7. Geo-awareness
UAS operators must be aware of and comply with geographical zones as defined by national aviation authorities. This includes avoiding areas with flight restrictions and understanding the implications of operating in various airspace classes.
8.  Remote Identification
Starting from 1 January 2024, all drones operated in the specific category must be equipped with a remote identification system. This system must comply with EU standards to ensure traceability and accountability of UAS operations.
National Aviation Authorities (NAA)
Each EU member state has a designated NAA responsible for implementing and overseeing UAS regulations. Compliance with these national regulations is mandatory. In addition to the higher (more rigorous) level of regulation set by the EU, each country may have specific regulations and requirements for UAS operations, which must align with EU regulations.

Table 10. NAA responsible per partner country:
	Pilot partner country
	NAA

	Croatia
	Croatian Civil Aviation Agency - CCAA

	Slovenia
	Civil Aviation Agency of Slovenia - CAA

	Bosnia and Herzegovina
	Directorate of Civil Aviation

	Italy
	Ente Nazionale per l'Aviazione Civile - ENAC

	Montenegro
	Civil Aviation Agency of Montenegro

	Portugal
	National Civil Aviation Authority - ANAC



[bookmark: _Toc185600921]UAS team roles and responsibilities
The effectiveness of the UAS team depends on the clear definition and understanding of each team member's role and responsibilities. This subsection outlines the specific duties and requirements for each position within the UAS team. By delineating these roles, we ensure that all aspects of UAS operations are covered, from management and regulatory compliance to technical support and field operations. This structured approach promotes efficiency, accountability, and safety across all UAS activities.
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Figure 18. UAS Team management
UAS Department/Team Manager
The UAS Department or Team Manager is responsible for overseeing the entire UAS program, ensuring that all operations align with organizational goals. This role involves liaising with senior management (decision makers) and stakeholders to secure support and resources, as well as developing and implementing UAS policies and procedures. The UAS Team Manager must ensure compliance with all relevant regulations and standards, and coordinate with other departments to integrate UAS capabilities into broader organizational operations. Required skills and qualifications for this position include strong leadership and management skills, in-depth knowledge of UAS technologies and regulations, excellent communication and organizational abilities, and experience in project management.
UAS Operation/Mission Manager
The UAS Operation/Mission Manager oversees all aspects of UAS operations, ensuring missions are executed efficiently. This includes defining and implementing standard operating procedures (SOPs) for consistency and regulatory compliance, as well as participating in and overseeing flight planning, route planning, risk assessment, and team coordination. The manager liaises with other managers and UAS Team Coordinator to ensure comprehensive operational coverage and well-informed team members. They conduct mission briefings and debriefings to prepare the team and review performance, ensuring compliance with relevant regulations and maintaining accurate records of flight activities. The manager also responds to incidents or emergencies swiftly and appropriately, and continuously assesses and improves operational procedures by incorporating feedback and new technologies. Required skills and qualifications include strong leadership and organizational skills, in-depth knowledge of UAS operations and regulations, excellent communication and coordination abilities, experience in flight planning and mission management, and problem-solving skills.
Administration and Regulation Manager
The Administration and Regulation Manager is responsible for ensuring that all UAS operations comply with local, national, and international regulations, which are rapidly evolving. This role involves maintaining all necessary documentation and regulatory filings, liaising with regulatory bodies to ensure continuous compliance, and managing administrative tasks related to UAS operations, including budgeting and resource allocation. Additionally, the Administration and Regulation Manager oversees regulatory watch and data management to address sensitive issues such as privacy and personal data protection. Required skills and qualifications for this position include a strong understanding of aviation, especially UAS regulations and compliance requirements, excellent organizational skills, a detail-oriented mindset with strong analytical abilities, and experience in regulatory affairs.
Technical Manager
The Technical Manager is responsible for overseeing the purchase, maintenance and technical operations of all UAS, sensors and additional payloads, ensuring that all systems are in optimal working condition and compliant with regulations (e.g. UAV marked with operators registration numbers and updated with the latest geo-zones system). This role involves managing technical support and troubleshooting, as well as staying updated with the latest improvements in UAS technology and integrating them into future UAS operations. Required skills and qualifications for this position include strong technical knowledge of UAS systems and components, problem-solving skills, attention to detail, and experience in UAS maintenance and repair.
Training Manager
The Training Manager is responsible for developing and overseeing the training program for all UAS team members, ensuring that they are adequately trained and certified (if necessary). This role includes conducting regular training sessions and evaluations, and keeping training materials up to date with the latest UAS technologies and regulations. Required skills and qualifications for this position include extensive knowledge of UAS operations and training methodologies, strong instructional and communication skills, the ability to assess training needs and develop adequate programs, and experience in training and development. Certification in training and education is preferred.
Safety Manager
The Safety Manager is responsible for developing and implementing safety protocols for UAS operations, conducting regular safety audits and inspections, investigating any incidents or accidents, and developing preventive measures. Additionally, the Safety Manager advises the UAS Department/Team Manager on air accident prevention policy, including the implementation of a flight safety management system and the prevention of human factors. This role ensures that all team members adhere to safety standards. Required skills and qualifications include an in-depth understanding of aviation/UAS safety standards and best practices, strong analytical and investigative skills, and experience in safety management.
IT support specialist
The IT Support Specialist is responsible for providing technical support for UAS software and additional hardware necessary for successful UAS operation (e.g., PCs, monitors, and (radio) communication systems), ensuring the seamless operation of all UAS-related IT systems. This role involves troubleshooting and resolving IT issues promptly, as well as maintaining and updating the IT infrastructure to support UAS operations.
Public relations specialist
The Public Relations Specialist manages communication and public relations efforts for the UAS program. This role involves developing and distributing information about UAS operations to the public and media, handling any public concerns or inquiries regarding UAS activities, and promoting the UAS program and its benefits. Required skills and qualifications include excellent communication and public relations skills, experience in media relations and public communication, and the ability to handle sensitive information and public concerns diplomatically.
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Figure 19. UAS Team roles and coordination
UAS Team Coordinator
The Team Coordinator is responsible for coordinating activities between multiple UAS teams, ensuring consistency in operations and communication across teams. This role is necessary only if several UAS teams exist; however, it is advisable to consider this role for future development and expansion of the UAS Department/Team. This role involves assisting UAS Team Leaders in resource allocation (human, hardware, and software) and planning for every operation, monitoring overall team performance, and providing support where needed. The Team Coordinator works closely with the UAS Team Leaders, experienced and seasoned UAS remote pilots who leads the team of remote pilots, and managers. The UAS Team Coordinator ensures that UAS are operated to the highest level of safety and that all team members maintain professional standards at all times. Additionally, it supervises the screening, selecting, and monitoring of UAS pilot candidates, provides feedback to pilots and teams, schedules UAS Team Leaders and pilots for planned flights, and works in coordination with the Training Manager to monitor the status of crew member qualifications. Required skills and qualifications for the Team Coordinator include strong organizational and coordination skills, the ability to manage multiple teams and tasks simultaneously, and experience in project coordination.
UAS Team Leader
The UAS Team Leader is an experienced and seasoned UAS remote pilot who leads a team of pilots. This role involves managing a specific UAS team, overseeing operation planning and execution, ensuring all team members perform their roles effectively, and reporting on team performance and mission outcomes. In addition to these responsibilities, the UAS Team Leader represents the organization on operation location and is responsible for the UAS and team while on scene. The UAS Team Leader maintains an appropriate span of control for the team and provides a single point of contact. Tactical responsibilities may include receiving UAS operation assignments and forwarding them to the UAS Pilot, Visual Observer, and Reserve UAS Pilot. The UAS Team Leader makes contact with the Take-off/Landing Area Officer to secure the area, manages mission planning with the Mission/Operation Planning Officer, ensures airspace separation standards between manned and unmanned aircraft, oversees ground safety surveillance, and manages UAV and payloads (thermal/zoom camera, headphones, lights, etc.) with the UAV and Payload Officer. Additionally, the UAS Team Leader communicates with the Data Analyst Officer and liaises with the Communication officer and UAS Team Coordinator for communication and information. This position requires strong leadership and team management skills, in-depth knowledge of UAS operations, excellent communication and organizational abilities, and experience in a supervisory role.
Take-off/Landing Area officer
The Take-off/Landing Area (TOLA) Officer is responsible for managing the take-off and landing zones for UAS operations, ensuring that safety protocols are followed during these critical phases. This role involves coordinating with UAS pilots, ground crew, and any other department (in)directly involved in the operation (fire department, police department, medical department, airforce department, etc.) to ensure smooth operations. The Take-off/Landing Area officer role is required whenever there are two or more unmanned aircraft flying from the same take-off/landing area. The TOLA Manager oversees the take-off/landing area, coordinates altitude separation between aircraft, and manages air traffic during take-off and landing operations. Required skills and qualifications for this role include a strong understanding of UAS flight operations, attention to detail, a safety-conscious mindset, and experience in aviation or UAS operations.
Mission/Operation Planning officer
The Mission/Operation Planning Officer is responsible for planning UAS flight operations, developing detailed flight plans (meteorological conditions,  risk analysis, technical risks, flight patterns, etc.), and ensuring all necessary preparations are made. This role involves coordinating with other team members and stakeholders to ensure mission success. Required skills and qualifications include strong planning and organizational skills, knowledge of UAS mission planning, experience in operational coordination.
UAV and Payload officer
The UAV and Payload Officer is responsible for managing and maintaining UAVs, payloads, and other equipment, ensuring they are properly configured and operational, and coordinating with UAS pilots to ensure payloads are used effectively. Required skills and qualifications include technical expertise in UAV payloads and equipment, strong organizational skills, and experience in managing UAV payloads.
Data Analyst officer
The Data Analyst Officer is responsible for analyzing data collected from UAS missions, providing actionable insights and reports based on data analysis, and ensuring data integrity and accuracy. This role requires strong analytical skills, experience with data analysis tools, attention to detail, and accuracy. The Data Analyst officer works with the UAS Pilot to generate data required for tactical or strategic level planning, assessment, or decision-making. This position is especially crucial for missions involving large-scale perimeter calculations or complex, long-term operations that generate a large volume of data. The Data Analyst Officer specializes in performing preflight, during-flight, and post-flight safety and security checks of onboard data.They ensure the flow of data (communication between receiver and transmitter) and with UAV and Payload officer ensures that data recording and streaming payloads are operational preflight, during flight, and post-flight to achieve UAS operation objectives.In some cases, they monitor live streams from sensors and provide inputs to the Mission/Operation Planning Officer and UAS Pilot regarding areas that need more precise i.e. detailed investigation (especially in cases if . They also process data into datasets or precision products such as geo-referenced maps, orthophotos, digital elevation models, or 3D terrain models, and help plan and program flight paths to adapt coverage to mission requirements.
UAS Pilot/Reserve UAS Pilot
The UAS Pilot is tasked with operating unmanned aerial systems (UAS) during missions, ensuring both safe and effective flight operations, adhering to mission plans, and coordinating with team members. This position requires certification as a UAS pilot, hands-on experience in UAS operations, strong piloting skills, and relevant training. As the pilot in command (PIC), the UAS Pilot has ultimate authority and responsibility for the flight’s operation and safety. The PIC is equipped with the required pilot training and type rating and is adept at capturing imagery (electro-optical or thermal) and managing payloads for tasks such as searching for a victim, providing lighting, marking a location, dropping objects, or broadcasting audio messages. The PIC is proficient in conducting both visual, VLOS, and beyond visual line-of-sight, BVLOS flight operations and is accountable for the equipment and its safe operation.
Visual Observer
The Visual Observer plays a crucial role in supporting the UAS Pilot by maintaining a visual line-of-sight with the UAS both in the air and on the ground, monitoring the airspace for other manned or unmanned aircraft or any other potential hazards, and communicating any safety concerns to the UAS Pilot. This role requires strong observational skills, knowledge of UAS operations, effective communication abilities, and relevant training and certifications. The observer should ideally have some pilot training or at least be well-versed in UAS technology (increasing UAS Team capacity). Additionally, the Visual Observer must have direct radio communication with the UAS Pilot.
UAS Pilots, Reserve UAS Pilots, and Visual Observers may interchange roles. After completing dedicated flight operation (or triggering flight time limit), a UAS Pilot may transition to a Reserve UAS Pilot or Visual Observer position, as dictated by operational needs and organizational structure. All three roles must be included in every briefing and debriefing conducted by the UAS Team Leader or UAS Team Coordinator.


[bookmark: _Toc168666389][bookmark: _Toc185600922]Technical limitations and logistical challenges
Operating UAS in various environments presents several technical limitations and logistical challenges that must be addressed to ensure effective and safe operations. Key factors to consider include regulatory frameworks, technical capabilities, environmental conditions, and cost implications.
Operational (Flight) Limitations
Managing both air and ground traffic is crucial, especially in urban areas or near airports. Remote pilots must avoid interference with (un)manned aircrafts within the operational airspace volume and comply with airspace regulations. Coordination with air traffic control and maintaining awareness of other traffic in the vicinity are essential to prevent and maintain adequate safety level of the UAS flight operation. Additionally, it is important to manage the ground environment and ensure the safety of people in the area. UAS, if possible, should be operated away from populated zones and thoroughfares to minimize risks. Clear communication with involved authorities and adherence to established safety protocols can help mitigate potential hazards to both air and ground traffic. In many situations where UAS flight operations are aimed at public safety, they are usually exempt from the application of Commission Implementing Regulation (EU) 2019/947, allowing for greater flexibility in their deployment.
UAS Capabilities and Flight Time: Different UAS models offer varying capabilities in terms of payload, flight stability, and manoeuvrability. Selecting the appropriate UAS for specific missions is vital to meet operational requirements. For instance, UAS used for high-resolution imaging may have limited flight times due to heavier camera equipment. Additionally, UAS designed for carrying larger payloads may sacrifice some stability and manoeuvrability, which can be a concern in complex flight environments. Understanding the trade-offs between different UAS models allows operators to choose the best fit for their mission objectives.
The limited battery life of UAS restricts flight duration, necessitating multiple take-offs and landings for battery changes. This limitation is exacerbated by strong winds, which can increase power consumption and reduce flight time. Environmental conditions, such as temperature, also impact battery performance; extreme temperatures can reduce battery efficiency and lifespan. Efficient flight planning and battery management are essential to maximize operational effectiveness. Advanced battery management involves planning for contingencies, including spare batteries and portable charging solutions, to ensure that operations can continue smoothly despite these limitations.
Flight Time: The limited battery life of UASs restricts flight duration, necessitating multiple take-offs and landings for battery changes. This limitation is exacerbated by strong winds, which can increase power consumption and reduce flight time. Efficient flight planning and battery management are essential to maximize operational effectiveness.
Resolution and Coverage: The spatial resolution and coverage area of the UAS sensors are critical factors. High-altitude flights may result in lower-resolution footage, affecting the quality of data collected. It is important to balance altitude and resolution to achieve the desired level of detail. Thermal i.e. Multispectral and Hyperspectral cameras have limitations based on spectral and radiometric resolutions, which can impact the detection of objects and its features.
Accuracy: The accuracy of data collected by UAS depends on several factors, including the quality of the sensors, flight altitude, and environmental conditions. High-precision tasks require UAS equipped with advanced GNSS and IMU (Inertial Measurement Unit) systems to ensure accurate positioning and data collection. Using Real-Time Kinematic (RTK) GPS can significantly improve the positional accuracy of the UAS, which is critical for applications like mapping and surveying. Regular calibration of sensors and adherence to best practices in data collection can help maintain high accuracy levels.
Terrain
Surveys conducted over challenging terrains, such as cliffs, dense forests, or urban environments, require careful planning to avoid (if possible) conflicts and loss of visual line of sight. Terrain variations can also affect the UAS's ability to maintain a stable flight path and capture accurate data. Pre-survey reconnaissance using topographical maps and satellite imagery can help identify potential obstacles and plan optimal flight paths. To appropriately investigate terrain limitations often, some initial evaluations  are necessary to conduct which consist of:  size and position of the interest zone,  planimetry (including studies of: roads, railways, waterways, lakes, rivers), human activities (camping, concerts, hikers, others), vegetation cover (fields, woods, brushwood), sensitive points (schools, hospitals, shopping centers, military bases, others), levelling (including slope, curves, uneven ground, crest and thalwegs lines), obstacles (e.g. high voltage power lines, transmission pylons, various antennas, radio relays, cranes, wind turbines, and suspended cables, etc.). housing and architecture, areas and airspace (incl. all areas and airspaces concerned, and the CTR (ATC) air protocol to be activated), possible emergency landing sites, possible locations for additional Visual Observers (VOs).
Weather
Weather conditions such as wind, rain, and fog can significantly affect UAS operations. Certain UAS models may not be operable in moderate or strong winds or adverse weather, limiting their deployment in unpredictable climates. Pilots must monitor weather forecasts and be prepared to adjust or postpone missions based on current conditions. Utilizing UAS with weather-resistant features and incorporating weather monitoring systems into operational planning can mitigate some of these challenges.
The meteorological conditions are to be studied via websites or meteorological forecasting applications, which can provide information on METAR and TAF bulletins. It is the PICs duty to avoid flying when meteorological conditions are not appropriate and affect safety.
· Calendar: It is important to pay attention to the date and time. The date provides context on probable meteorological conditions (seasons, etc.) and the day/night character that impacts the mission. Traffic conditions for transit also vary depending on the time of day.
· Temperature: The temperature can affect the heating of the batteries (cold temperatures) and the special conditions for using thermal cameras (temperature contrast). Scorching conditions impact batteries and the mission in terms of aerology (hot updraft over fields).
· Rainfall: Rainy conditions prevent aerial operations unless the aircraft is sealed. Contingency plans for showers during the flight should be in place.
· Wind: Wind strength is a crucial factor as it can cause mission cancellation if it exceeds aircraft limitations. Wind direction also influences the choice of the Take-Off and Landing Area (TOLA).
· Forecasts: Studying weather conditions at the time of the alert is essential, and extending this study to a forecast of at least +4 hours is crucial. Regular studies of meteorological forecasts are necessary for long-term operations.
· Magnetic Conditions: It is imperative to check the magnetic conditions before each deployment. Magnetic storms create a high risk of "fly-away" and disturbances during flight.
· Special Conditions: The area must be studied considering the typology of the incident. For example, a powerful forest fire can generate a large plume of smoke and disturbing wind currents. The presence of gaseous chemicals requires a different aerial approach and special security measures.



[bookmark: _Toc168666390][bookmark: _Toc185600923]Pilot site description and implementation scenarios 
[bookmark: _Toc185600924]Pilot site: Sežana, Slovenia
[bookmark: _Hlk168925571][bookmark: _Toc185600925]Pilot area specification 
[bookmark: _Hlk180057261]Geographical area
Public Institute The Fire and Rescue Service Institute of Sežana is a professional fire department that performs preventive and operational work related to protection against fires and protection and rescue in the event of natural and other disasters in the areas of the municipalities of Divača, Hrpelje-Kozina, Komen, and Sežana. These municipalities are also the founders of the institution. The Sežana Fire and Rescue Service Institute is organized as a public institution.
The municipality of Komen is a karst municipality that extends over an area of 103 km², where it borders the municipality of Devin-Nabrežina, up to Braniška dolina on the northern edge of the karst, where the area continues into the Vipava valley and borders the municipalities of Miren-Kostanjevica, Nova Gorica, Ajdovščina and Vipava on the Slovenian side and Doberdob on the Italian side. On the southern side, it borders the municipality of Sežana and the Italian municipality of Zgonik. 
DMS Coordinates 45°49'7.00" N 13°44'56.00" E
The municipality of Sežana, with its center in Sežana, is part of the Coastal Karst region and measures 217 km2, which makes it one of the largest municipalities in Slovenia. It borders the municipality of Komen in the north, Vipava in the northeast and Divača in the east, and in the south it also borders the municipality of Hrpelje - Kozina. The western border of the municipality of Sežana is also the state border between Slovenia and Italy. 
DMS Coordinates 45°44'4.99" N 13°53'11.00" E
The municipality of Divača covers an area of 145.8 km2. The municipality is located in southwestern Slovenia and belongs to the Coastal-Kraška region. It covers the Divaška Karst, the Senožeška region and the western part of Brkinov.
DMS Coordinates 45°41'3.98" N 14°01'21.00" E
Hrpelje-Kozina municipality, the geographical area of the municipality extends over the area of Brkinov, Čičarije and Mali Karst. It borders Italy in the west and Croatia in the south. The border municipalities are Divača, Sežana, Koper and Ilirska Bistrica. The municipality occupies 195 km2.
DMS Coordinates 45°34'22.01" N 14°00'16.99" E

Public authority 
Public Institute The Fire and Rescue Service Institute of Sežana is a professional fire department that performs preventive and operational work related to protection against fires and protection and rescue in the event of natural and other disasters in the areas of the municipalities of Divača, Hrpelje-Kozina, Komen, and Sežana. These municipalities are also the founders of the institution. The Sežana Fire and Rescue Service Institute is organized as a public institution.
The institute's activities are:
• operative extinguishing of all types of fires,
• protection and rescue in the event of natural and other disasters,
• technical rescue,
• observation of the karst area with the aim of detecting fires,
• maintenance of firefighting equipment, resources and equipment,
• technical testing of the hydrant network,
• water transport,
• education in the field of firefighting,
and other activities > 
Organization of the institute
Work in the institution is organized by work areas in the following organizational departments:
• operational fire rescue service, in which the activity of extinguishing fires, rescuing people and property in the event of natural and other accidents, professional training and coaching, on-call service, and maintenance work is carried out.
• preventive service, in which preventive firefighting activities are carried out and innovations in the development of the profession are introduced.
• maintenance service, in which the maintenance and cleaning of machinery park facilities, firefighting equipment, and devices is organized.
• service department, which services fire extinguisher devices.
• accounting - a general department in which accounting and ookkeeping work as well as legal, personnel, and administrative matters are performed.
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Figure 20. The hierarchy of the public institution ZGRS Sežana

Communication technology
The LTE/4G network enables speeds of up to 150 Mbit/s in the direction to the user and up to 50 Mbit/s in the opposite direction. High speed and high responsiveness (low latency or ping) enable faster display of web content, smooth display of HD video content, playing online games and fast transfer of large files. The transfer is made possible by Telekom Slovenije, coverage more than 98%.
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Figure 21. The coverage of LTE/4G network

[bookmark: _Toc185600926]Use cases and Requirements 
Team organisation
The team consists of staff members listed below. In line with the Figure 16: Organizational chart of the UAS team, the following roles will be filled for pilot activities: 
	UAS team role
	Staff 
	Tasks

	UAS team leader 
	Person 1
	The operations manager is the team or unit leader within the rescue and relief protection operator that operates or owns the unmanned aircraft system. The operations manager must be familiar with the operations of the unmanned aircraft system and the provisions of the operations manual and act in accordance with them.

	UAV and payload officer 
	Person 2
	The payload officer is a qualified remote pilot and is responsible for the administrative and technical implementation of the operations manual within the team or unit, maintains the drone system in accordance with the manufacturer's instructions for use and keeps records thereof, and informs the operations manager of the status and availability of the drone system.

	UAS Pilot
	Person 3
	The remote pilot must be trained in accordance with the operational training program. A remote pilot conducting operational flights with an unmanned aircraft system must meet the criteria of recent experience per the operations manual. The pilot remotely operates the unmanned aircraft system so that the flight complies with applicable regulations and this operations manual and is responsible for implementing the provisions of the operations manual.

	UAS Visual observer
	Person 3
	The observer can be any person that the pilot remotely recognizes as suitable for performing the task, and who agrees to the task, except for demanding tasks, when other aircraft are planned in the area of ​​operation or when flying in an area with a higher density of obstacles, etc., he must be an observer of another remote pilot.



Specification of use cases
The use cases below have been identified as important operations that are carried out under our organization and that need the benefits of the UAS-supported FRED information system.



USE CASE No. 1
	[bookmark: _Hlk180062381]Title: 
	Preventive inspection of areas

	Description:
	The use case would be used for preventive inspections of areas during fire danger. The example of use would be used for preventive inspections of areas during the period of fire danger during the period when it is declared. 



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
A drone can be used to inspect threatened areas more quickly during a fire in a natural environment with this example of use. With real-time observation and transmission for the purpose of finding fire hazards. 


USE CASE No. 2
	Title: 
	Monitoring of the fire scene after the intervention

	Description:
	Analysis of the fire after the intervention allows to analyze the damage caused by the fire. Data obtained with the help of a drone, such as mapping and creating a 3D model and analyzing the fire area. 



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active wildfire response
	☐
	Post-fire status damage assessment
	☒


	MISSION ACTION
	Check

	Real-time visual observation
	☐
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☒
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☐
	Thermal Imaging
	☐
	Live Video Streaming
	☐
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☒
	LiDAR - point clouds
	☒
	Other**
	☐

Justification of the use-case selection
The use of monitoring the fire place after the intervention of a natural fire is important for the creation of an analysis and the subsequent processing of data that contributes to the analysis of the intervention by creating accurate mapping.


USE CASE No. 3
	Title: 
	Informing the public about the danger

	Description:
	With the drone and the installed equipment, we make people in remote places aware of the possible spread of the danger in the event of the spread of the danger.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active wildfire response
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☒
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☐
	Thermal Imaging
	☐
	Live Video Streaming
	☐
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☒
	Lighting
	☒
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
Example of use of informing the population about the danger in case of intervention and spread of danger for people who are in the area of ​​spread of danger.



USE CASE No. 4
	Title: 
	Monitoring of wildfire intervention

	Description:
	A fire spreads according to several factors over which we have no influence.  Monitoring the fire in real time with the help of a drone and transferring the image to the headquarters enables monitoring and assessing the possibility of fire spread. The area around the direction of fire spread is monitored. The fire line and hot spots on the fire line itself are monitored.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active wildfire response
	☒
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☒
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
The example of using fire monitoring during wildfire intervention is important. By monitoring the fire, its spread can be predicted and influence the decision-making of the intervention manager, thus the deployment of units and also the choice of intervention method.

[bookmark: _Toc177386894][bookmark: _Toc185600927]Definition of Standard Operating Procedures
In defining standard operating procedures for deploying UAS in new or existing operations, it is important to emphasize that each partner involved in the operation may define, in addition to the procedures outlined below, any existing standard operating procedures that precede the deployment of UAS, and the ones that follow. These preceding procedures are related to the public safety operation and are crucial in determining when UAS deployment becomes necessary. This Standard operating procedure is to be used as reference check list at each UAS flight.
In Slovenia, the protection and rescue units use the "operational manual for the use of unmanned aircraft systems in the field of protection, rescue and assistance". It provides a description of the organization and personnel, the concept of the operation, which takes into account the nature of the operation and the risks associated with it, the organization of work, the operational environment, risk assessment, technical means, requirements for personnel, maintenance of the unmanned aircraft system, and definitions regarding intervention and preventive tasks and annexes
	Standard operating procedure description
	Check/Uncheck

	1. Mission planning
	☐
	Description: Define the mission objective(s) – the use case specified above (e.g., fire monitoring, search and rescue, hazard assessment); Log into the FRED ICT platform with a valid account; Review the specific geographical area and assess potential hazards (power lines, restricted areas, etc.); Confirm UAS payload requirements (e.g., thermal camera, LiDAR); Ensure permission to operate in the designated airspace (obtain necessary clearances); Verify NOTAMs (Notice to Airmen) and TFRs (Temporary Flight Restrictions); etc. 
	

	2. UAS team briefing
	☐
	Description: Assign roles: Pilot in Command (PIC), Visual Observer (VO), Payload Operator; Review communication procedures (e.g. between the UAS team, firefighting and public safety personnel); Conduct a risk assessment to identify potential hazards (wildfire behaviour, smoke, wind etc.); Conduct a weather check (wind speed, temperature, precipitation etc.); Review emergency procedures and contingency plans (loss of control, low battery, crash scenarios).
	

	3. Equipment and UAS preparation
	☐
	Description. Perform a complete pre-flight check of the UAS regarding to manufacturer instructions (battery levels, propellers, GPS functionality, communication systems); Verify that all sensors and payloads (cameras, infrared sensors etc.) are functioning properly; Check that the UAS has updated firmware; Verify the UAS return-to-home feature is enabled and properly set.
	

	4. Flight site setup
	☐
	Description. Select an appropriate launch/recovery zone that is clear of obstacles and safe from potential hazards; Ensure the launch zone is marked to prevent unauthorized personnel from entering. Set up the ground control station and additional equipment for flight monitoring and secure reliable data links; Ensure a clear line of sight for the Pilot in Command and Visual Observer (if applicable).
	

	5. Flight operation
	☐
	Description. Conduct a pre-flight briefing and ensure communication lines between team members are clear; Pilot in Command performs the final flight readiness check; Start the UAS and perform a hover test to confirm stability and system functionality; Initiate the mission according to the flight plan, monitoring altitude, speed and battery status; maintain a live communication link with firefighting/public safety team to provide updates and adjust operations if needed; Continuously monitor weather and airspace for any changes (e.g., smoke, fire front, or unauthorized air traffic).
	

	6. Mid-mission monitoring and adjustments
	☐
	Description. Continuously monitor UAS performance (battery, signal strength, payload operation); Provide live data to command (e.g., thermal images for fire hotspots, damage assessment); Adjust mission parameters (altitude, area of coverage, etc.) based on real-time public safety needs; Communicate any changes to public safety personnel; Plan for handoff or landing if the UAS battery is low, or if a new area needs to be monitored.
	

	7. Post deployment
	☐
	Description. Ensure safe landing in the pre-designated recovery zone; Perform a post-flight inspection of the UAS for any potential damage; Clean UAS components, especially sensors and propellers, and prepare UAS for next mission; Document any equipment issues or malfunctions in the maintenance log.
	

	8. Post mission analysis and evaluation
	☐
	Description. Download and back up all mission data (images, videos, thermal data, etc.); Process collected data (e.g., map creation, analysis of fire hotspots, search and rescue areas); Share critical findings with firefighting and public safety teams for further action; Conduct a team debrief to discuss the mission outcome, challenges and lessons learned; Review any incidents or near-miss situations and adjust procedures if necessary; Provide feedback to relevant authorities or personnel; Submit a final report by filling in the Flight log via FRED ICT platform form. 
	


[bookmark: _Toc177386895]
[bookmark: _Toc185600928]Implementation scenario
[bookmark: _Hlk180056958]Use case 1 focuses on preventive inspections of areas during the possibility of fire, adjusted to the weather conditions regarding the occurrence of fire in a natural environment. For this use case, at least two people are used to supervise the intended locations that are at risk of fire. The location and dates of implementation are based on the actual situation in the environment and around the critical infrastructure. 
Use case 2 is used after an actual fire or exercise so that an analysis and 3D model can be made. The term and frequency of use of the case depends on the case of fire or organized exercises such as preventive arson, operational firefighting exercises in a natural environment and simulation exercises. At least two people are needed for the implementation in the field and then further processing in the institution. 
Use case 3 is applied to the actual intervention or exercise that we will carry out. The execution date is adapted to the exercise execution plan, which depends on the execution plan in the unit. At least two people are needed to implement the use case. Alerting of danger is important for real-time control and informing the population in more distant places.
Use case 4 can actually be used in the exercise that we will carry out and in a real intervention. The use case requires at least two people to operate the drone and fire fighters in training. An example of the use of real-time observation and hot spot detection is actually supporting firefighting intervention and fire spread control. 
The use case implementation plan will adapt to the actual needs of the use case and the use case analysis.
	[bookmark: _Hlk180056986]Week 
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[bookmark: _Toc185600929]Pilot site: Rocca di Cerere UNESCO Global Geopark, Italy
[bookmark: _Toc185600930]Pilot area specification 
Geographical area

Rocca di Cerere,  37.571820°N, 14.291043°E
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Figure 22. Pilot testing area Rocca di Cerere UNESCO Global Geopark
Local Action Group - Private
Who we are
The company was set up in 1998 as a L.A.G. (Local Action Group) to implement and manage the LEADER Programme in the Province of Enna. LEADER (Liaisons entre actions de développement de l'économie rurale) is a Programme aimed at stimulating innovative actions for rural development and promoting the integrated and sustainable development of rural areas.
Rocca di Cerere Geopark constitutes the most explicit attempt to "territorialize" the cultural heritage, that is, to enhance the territory, starting with the geological heritage, expressing through it the identity of local communities. At the same time, it creates enhancement by developing, promoting and diversifying the tourist and rural offer of the territories also through the preservation and protection of the different heritages in a logic of overall harmonious, integrated and sustainable development.

Hierarchy
The relevant chain of command within the organisation for this project in the field is as follows:
1. President of the Local Action Group – Rocca di Cerere
1. CEO of the LAG – Rocca di Cerere
1. COO of the LAG – Rocca di Cerere 
1. Scientific Supervisor of the research operations
1. UAS Team:
4. UAS Team Leader (Person 1)
4. UAV and payload officer (Person 2)
4. UAS Visual observer and data analyst (Person 3)
4. UAS Pilot (Person 4) 

Responsibilities 
UAS Pilot and UAS Visual Observer responsible for operating the unmanned aerial vehicle will undergo additional training and obtain the required permits. These persons will oversee the pilot area and communicate with company management and local fire stations.

Command centre, chain of command 
The UAS management and maintenance centre will be located in the offices of RCG Local Action Group. The operational command centre will be located at the University of Enna Kore (partner of RCG in several research projects). A temporary command centre will be established on-site near the monitored area to be used to support the UAS deployment missions.

Regular operations
Supervision in the Rocca di Cerere area will help support municipal authorities and firefighters in monitoring the land uses and the presence of precursor factors for fire events. 
The current monitoring network is based on fixed observation posts managed by forest rangers (visual inspection and visual inspection with technical aids). The UAS monitoring will periodically support the network and information will be shared with forest rangers and firefighters in real time
Our UAS will provide us with real-time, high-resolution video and photos, enhancing situational awareness and potentially allowing for the creation of 3D models of at-risk areas. This data will enable us to act swiftly to prevent or mitigate significant damage. When information about a potential risk situation, the drone will provide precise information about the location, size, and accessibility of the detected area.
Communication technology
Internet is available on the whole area by means of 4G/5G networks technology. 

[bookmark: _Toc185600931]Use cases and Requirements 
Team organisation
The team consists of staff members listed below. In line with the Figure 16: Organizational chart of the UAS team, the following roles will be filled for the purpose of pilot activities: 
	UAS team role
	Staff 
	Tasks

	UAS team leader 
	Person 1
	Keep contacts with interested administrations and supporting entities

	Mission/operation planning officer 
	Person 1
	Planning and organising missions and UAS team deployment. Verify meteorological conditions

	UAV and payload officer 
	Person 2
	Preparing Payloads and UAVs; Controlling batteries and vehicle efficiency before flight

	Data Analyst Officer
	Person 3
	Analysing and validating data after flight; deploying information to interested partners

	UAS Visual observer
	Person 3
	Supporting UAS pilot on site especially in BVLOS operations

	UAS Pilot
	Person 4
	In charge of before flight controls and all flying operations



Specification of use cases
The use cases below have been identified as important operations that are carried out under our organization and that need benefits of the UAS supported FRED information system.



USE CASE No. 1
	Title: 
	UAS Monitoring in Rocca di Cerere Park

	Description:
	Using UAS technology, we will be able to closely monitor, analyze, and protect specific areas of Rocca di Cerere Park thereby enhancing the preservation of its natural heritage.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☐
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☒
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☒
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
Prevention and Mitigation
The thermal camera detects hot spots and fires early, especially in hard-to-reach areas. This allows for a quick response and prevention of fire spread, thus protecting the park's ecosystem.
Multispectral monitoring will help to investigate the state of vegetation and the possible estimation in real-time of favouriting factors connected to fuel (bushes and trees).
Real-time Visual Observation 
Continuous monitoring of specific areas of the park allows for the rapid identification of illegal activities and the state of actuation of mitigating measures (especially those demanded by private owners). Information will be dispatched to forest rangers and municipal authorities who are able to intervene with landlords to accomplish mitigation measures.
Hot Spot Detection  
The thermal camera quickly detects hot spots, helping to identify fires or potential dangers, particularly in inaccessible areas of the park.
Search for Danger 
The thermal camera can quickly detect injured individuals or suspicious activities, allowing for a swift response in emergency situations.
Real-time Data Transfer  
Real-time data transfer allows quick access to information, enabling informed decision-making and efficient responses to any threat or danger.
Thermal Imaging  
Thermal imaging allows for the detection of hidden dangers and threats that are not visible to the naked eye, providing additional protection for the park's natural resources.
Multispectral Imaging  
Multispectral imaging allows for the detection of precursors and predisposing factors especially related to vegetation and local conditions (such as different soils characteristics and depth) that are not visible to the naked eye, providing additional protection for the park's natural resources.

[bookmark: _Toc185600932]Definition of Standard Operating Procedures
In defining standard operating procedures for deploying UAS in new or existing operations, it is important to emphasize that each partner involved in the operation may define, in addition to the procedures outlined below, any existing standard operating procedures that precede the deployment of UAS, and the ones that follow. These preceding procedures are related to the public safety operation and are crucial in determining when UAS deployment becomes necessary. This Standard operating procedure is to be used as reference check list at each UAS flight.
	Standard operating procedure description
	Check/Uncheck

	1. Mission planning
	☐
	Description: Define the mission objective(s) – the use case specified above (e.g., fire monitoring, search and rescue, hazard assessment); Log into the FRED ICT platform with a valid account; Review the specific geographical area and assess potential hazards (power lines, restricted areas, etc.); Confirm UAS payload requirements (e.g., thermal camera, LiDAR); Ensure permission to operate in the designated airspace (obtain necessary clearances); Verify NOTAMs (Notice to Airmen) and TFRs (Temporary Flight Restrictions); etc. 
	

	2. UAS team briefing
	☐
	Description: Assign roles: Pilot in Command (PIC), Visual Observer (VO), Payload Operator; Review communication procedures (e.g. between the UAS team, firefighting and public safety personnel); Conduct a risk assessment to identify potential hazards (wildfire behaviour, smoke, wind etc.); Conduct a weather check (wind speed, temperature, precipitation etc.); Review emergency procedures and contingency plans (loss of control, low battery, crash scenarios).
	

	3. Equipment and UAS preparation
	☐
	Description. Perform a complete pre-flight check of the UAS regarding to manufacturer instructions (battery levels, propellers, GPS functionality, communication systems); Verify that all sensors and payloads (cameras, infrared sensors etc.) are functioning properly; Check that the UAS has updated firmware; Verify the UAS return-to-home feature is enabled and properly set.
	

	4. Flight site setup
	☐
	Description. Select an appropriate launch/recovery zone that is clear of obstacles and safe from potential hazards; Ensure the launch zone is marked to prevent unauthorized personnel from entering. Set up the ground control station and additional equipment for flight monitoring and secure reliable data links; Ensure a clear line of sight for the Pilot in Command and Visual Observer (if applicable).
	

	5. Flight operation
	☐
	Description. Conduct a pre-flight briefing and ensure communication lines between team members are clear; Pilot in Command performs the final flight readiness check; Start the UAS and perform a hover test to confirm stability and system functionality; Initiate the mission according to the flight plan, monitoring altitude, speed and battery status; maintain a live communication link with firefighting/public safety team to provide updates and adjust operations if needed; Continuously monitor weather and airspace for any changes (e.g., smoke, fire front, or unauthorized air traffic).
	

	6. Mid-mission monitoring and adjustments
	☐
	Description. Continuously monitor UAS performance (battery, signal strength, payload operation); Provide live data to command (e.g., thermal images for fire hotspots, damage assessment); Adjust mission parameters (altitude, area of coverage, etc.) based on real-time public safety needs; Communicate any changes to public safety personnel; Plan for handoff or landing if the UAS battery is low, or if a new area needs to be monitored.
	

	7. Post deployment
	☐
	Description. Ensure safe landing in the pre-designated recovery zone; Perform a post-flight inspection of the UAS for any potential damage; Clean UAS components, especially sensors and propellers, and prepare UAS for next mission; Document any equipment issues or malfunctions in the maintenance log.
	

	8. Post mission analysis and evaluation
	☐
	Description. Download and back up all mission data (images, videos, thermal data, etc.); Process collected data (e.g., map creation, analysis of fire hotspots, search and rescue areas); Share critical findings with firefighting and public safety teams for further action; Conduct a team debrief to discuss the mission outcome, challenges and lessons learned; Review any incidents or near-miss situations and adjust procedures if necessary; Provide feedback to relevant authorities or personnel; Submit a final report by filling in the Flight log via FRED ICT platform form. 
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Geographical area
Kulen Vakuf,  44.557137240351466, 16.08061806449982
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Figure 23. Pilot testing area National Park Una

Public authority 
Public Company “Una” National Park Ltd. Bihać manages the protected area in a way that protects and preserves the authenticity of nature. It analyses the state of the environment, cares for natural resources—their condition, maintenance, and renewal. The company also promotes “Una” National Park, guides visitors, collaborates with international institutions, prepares various programs and projects for “Una” National Park, and develops educational and training programs.
Area Una National Park is a protected area located in the northwestern part of Bosnia and Herzegovina, known for its stunning natural beauty. The park is centered around the Una River, famous for its crystal-clear waters, waterfalls, and diverse ecosystems. It covers a variety of landscapes, including forests, wetlands, and river valleys, making it home to a rich array of flora and fauna. The park is also a popular destination for outdoor activities such as hiking, kayaking, and wildlife watching. It was established in 2008 and is an important site for biodiversity conservation. It extends over the territory of the city of Bihać and covers an area of 19,800 hectares. 
Hierarchy
The relevant chain of command within the organisation for this project in the field is as follows:
1. Director of Una National Park
2.Supervisor of the Sector for Professional Protection, Condition Monitoring, Conservation, Maintenance, and Control of the Una NP area 
3. UAS Team 
-	UAS Team Leader and Mission/operation planning officer (Person 1) 
-	UAV and payload officer and UAS Pilot (Person 2) 
-	UAS Visual observer and communication officer (Person 3)   
Responsibilities 
The persons responsible for operating the unmanned aerial vehicle will undergo additional training and obtain the necessary permits. These persons will supervise the pilot area and maintain communication with the company management, local fire stations, the cantonal forestry inspection and other competent institutions. 
Command centre, chain of command 
The command center will be located at the Una National Park office, with an additional command center established on-site near the intervention or accident area if necessary.
Regular operations 
Supervision in the Una National Park is carried out:
- from land (moving through and around the forest on foot or motorized)
- from fixed observation posts (man, man with technical aids, etc.).
Fire detection (appearance of smoke during the day and fire at night). 
The UAV will provide us with high-resolution video and photos in real time, increasing situational awareness and potentially enabling the creation of an overview of risky and difficult-to-reach or inaccessible areas.
This data will enable us to act swiftly to prevent or mitigate significant damage. When information about a potential or suspected fire in the Park area is received, the drone will provide precise information about the location, size, and accessibility of the fire. This data, accessible to both us and the Fire Department, will facilitate a rapid and efficient response to control and extinguish the fire.
During Administration working hours, an emergency contact number will be available. This line will connect directly with Dispatchers responsible for receiving emergency calls, gathering information, and coordinating the response of emergency services, such as police, firefighters, or medical personnel. 
The Fire Department of the City of Bihać (distance of about 50 km from the park area), Civil Protection Bihać, and the police station in Kulen Vakuf should receive early warnings about potential fires and critical points. 
In addition to wildfires, floods are also common in the Una National Park, causing large fluctuations in water levels. In these situations, ground surveillance is very difficult due to inaccessible areas and the dangers that floods bring.

Communication technology
Internet is available in the northern zone of the park and in Kulen Vakuf in the 4G network. 
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Team organisation
The team consists of staff members listed below. In line with the Figure 16: Organizational chart of the UAS team, the following roles will be filled for pilot activities: 
	UAS team role
	Staff 
	Tasks

	UAS team leader 
	Person 1
	The UAS Team Leader will manage the UAS team, plan and oversee the execution of operations, ensure that all team members effectively perform their roles, and report on team performance and mission outcomes.  

	Mission/operation planning officer 
	Person 1
	The Mission/Operations Planning Officer will plan UAS flight operations, develop detailed flight plans (meteorological conditions, risk analysis, technical risks, flight patterns, etc.) and ensure all necessary preparations. This role involves coordinating with other team members and stakeholders to ensure mission success.

	UAV and payload officer 
	Person 2
	The UAV and Payload Officer will operate and maintain UAS, payloads, and other equipment, ensuring they are properly configured and operational. 

	UAS Pilot
	Person 2
	The UAS Pilot is responsible for safely operating unmanned aerial systems during missions, ensuring adherence to plans, and managing equipment and payloads.

	UAS Visual observer and communication officer
	Person 3
	The role of the visual observer will support the UAS pilot by maintaining visual contact with the UAS in the air and on the ground, monitoring the airspace for other manned or unmanned aircraft or any other potential hazards, and reporting any safety concerns to the UAS pilot.
The visual observer also has the role of communicating directly via radio with the UAS pilot. 



Specification of use cases
The use cases below have been identified as important operations that are carried out under our organization and that need the benefits of the UAS supported FRED information system.



USE CASE No. 1
	Title: 
	Preventive monitoring and early warning in the Una National Park of remote and inaccessible areas with a high fire risk index.
	

	Description:
	During the summer, fires are frequent in the Una National Park area, and given that the largest area is forest, the UAS will serve the purpose of faster action in hard-to-reach areas. 
Using UAS, we will identify the level of the fire and accordingly make a decision on the need to involve the fire department and other institutions.
	



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
This Use Case directly contributes to the broader strategy of forest fire prevention by monitoring high-risk areas that are hard to monitor traditionally. By using the latest UAS technologies, the park can significantly reduce the occurrence of large-scale fires, thus protecting wildlife, vegetation, and even nearby communities from fire hazards.
The comprehensive approach to fire detection, real-time monitoring, and coordinated action not only ensures immediate fire control but also contributes to the park’s long-term fire risk management strategy.
In conclusion, the selection of this Use Case is justified by the need to address fire risks in remote areas of the Una National Park through faster, more accurate monitoring and early detection methods. The application of UAS technology for thermal imaging, real-time data transfer, and hot spot detection is the most effective means of preventing and mitigating fire hazards in difficult-to-reach forested areas. This proactive strategy will ensure the park’s preservation and the safety of its biodiversity.


USE CASE No. 2 

	Title: 
	Aerial surveillance of floods caused by climate change in the Una National Park. 

	Description:
	One of the field surveillance activities that is caused by climate change in Una National Park is flood monitoring. Due to more frequent and intense rainfall, rivers (Una, Unac, Ostrovica...) and other watercourses in the park may experience greater fluctuations in water levels, leading to floods that threaten ecosystems, infrastructure and visitor safety. Aerial surveillance can help monitor these floods, support evacuation planning, assess the extent of damage and direct forces on the ground to critical areas.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒

	Active wildfire response
	☐

	Post-fire status damage assessment
	☐



	MISSION ACTION
	Check

	Real-time visual observation
	☒

	Hot spot detection
	☐

	Search for danger
	☒

	Security and technical escort
	☒

	Logistic support
	☒

	Support in firefighting operations
	☐

	Post-event investigation and analysis
	☐

	Data collection
	☐

	Other**
	☐



	TECHNIQUES
	Check

	Real-time Data Transfer
	☒

	Thermal Imaging
	☐

	Live Video Streaming
	☒

	Geometrical evaluation (range, bearing, POI)
	☒

	Rectangle and Spiral Mapping
	☐

	Sound diffusion
	☒

	Lighting
	☒

	Multispectral Imaging
	☐

	Ortho-Mosaic Mapping
	☐

	Photogrammetry
	☐

	LiDAR - point clouds
	☐

	Other**
	☐




Justification of the use-case selection
The increasing frequency and intensity of precipitation due to climate change is leading to greater fluctuations in the water levels of rivers and streams in the Una National Park, especially the Una, Unca and Ostrovica rivers. This results in more frequent floods that pose a significant risk to ecosystems, infrastructure and public safety. Aerial surveillance provides an effective means of monitoring flood situations in real time, assessing the extent of damage and directing emergency response efforts to critical areas. By enabling real-time data transmission, live video streaming and precise geographical assessments, aerial surveillance improves flood management, supports evacuation planning and facilitates rapid response, ensuring the protection of natural and human resources in the park.
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In defining standard operating procedures for deploying UAS in new or existing operations, it is important to emphasize that each partner involved in the operation may define, in addition to the procedures outlined below, any existing standard operating procedures that precede the deployment of UAS, and the ones that follow. These preceding procedures are related to the public safety operation and are crucial in determining when UAS deployment becomes necessary. This Standard operating procedure is to be used as reference check list at each UAS flight.
	Standard operating procedure description
	Check/Uncheck

	1. Mission planning
	☐
	Description: Define the mission objective(s) – the use case specified above (e.g., fire monitoring, search and rescue, hazard assessment); Log into the FRED ICT platform with a valid account; Review the specific geographical area and assess potential hazards (power lines, restricted areas, etc.); Confirm UAS payload requirements (e.g., thermal camera, LiDAR); Ensure permission to operate in the designated airspace (obtain necessary clearances); Verify NOTAMs (Notice to Airmen) and TFRs (Temporary Flight Restrictions); etc. 
	

	2. UAS team briefing
	☐
	Description: Assign roles: Pilot in Command (PIC), Visual Observer (VO), Payload Operator; Review communication procedures (e.g. between the UAS team, firefighting and public safety personnel); Conduct a risk assessment to identify potential hazards (wildfire behaviour, smoke, wind etc.); Conduct a weather check (wind speed, temperature, precipitation etc.); Review emergency procedures and contingency plans (loss of control, low battery, crash scenarios).
	

	3. Equipment and UAS preparation
	☐
	Description. Perform a complete pre-flight check of the UAS regarding to manufacturer instructions (battery levels, propellers, GPS functionality, communication systems); Verify that all sensors and payloads (cameras, infrared sensors etc.) are functioning properly; Check that the UAS has updated firmware; Verify the UAS return-to-home feature is enabled and properly set.
	

	4. Flight site setup
	☐
	Description. Select an appropriate launch/recovery zone that is clear of obstacles and safe from potential hazards; Ensure the launch zone is marked to prevent unauthorized personnel from entering. Set up the ground control station and additional equipment for flight monitoring and secure reliable data links; Ensure a clear line of sight for the Pilot in Command and Visual Observer (if applicable).
	

	5. Flight operation
	☐
	Description. Conduct a pre-flight briefing and ensure communication lines between team members are clear; Pilot in Command performs the final flight readiness check; Start the UAS and perform a hover test to confirm stability and system functionality; Initiate the mission according to the flight plan, monitoring altitude, speed and battery status; maintain a live communication link with firefighting/public safety team to provide updates and adjust operations if needed; Continuously monitor weather and airspace for any changes (e.g., smoke, fire front, or unauthorized air traffic).
	

	6. Mid-mission monitoring and adjustments
	☐
	Description. Continuously monitor UAS performance (battery, signal strength, payload operation); Provide live data to command (e.g., thermal images for fire hotspots, damage assessment); Adjust mission parameters (altitude, area of coverage, etc.) based on real-time public safety needs; Communicate any changes to public safety personnel; Plan for handoff or landing if the UAS battery is low, or if a new area needs to be monitored.
	

	7. Post deployment
	☐
	Description. Ensure safe landing in the pre-designated recovery zone; Perform a post-flight inspection of the UAS for any potential damage; Clean UAS components, especially sensors and propellers, and prepare UAS for next mission; Document any equipment issues or malfunctions in the maintenance log.
	

	8. Post mission analysis and evaluation
	☐
	Description. Download and back up all mission data (images, videos, thermal data, etc.); Process collected data (e.g., map creation, analysis of fire hotspots, search and rescue areas); Share critical findings with firefighting and public safety teams for further action; Conduct a team debrief to discuss the mission outcome, challenges and lessons learned; Review any incidents or near-miss situations and adjust procedures if necessary; Provide feedback to relevant authorities or personnel; Submit a final report by filling in the Flight log via FRED ICT platform form. 
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The implementation scenario will be conducted in a pilot area in Una National Park, over a period of 10 months, starting from August 2025 to June 2026.
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Geographical area
Municipality of Ulcinj is located in the extreme south-eastern part of Montenegro. This area is located between 19º23'30" (Fraskanjel) and 19º8'30" E longitude (old Ulcinj), 41º50'30" (small Ada) and 42º5'6" N latitude (small Kozjak) and belongs to the marginal subtropical zone of the European Mediterranean. On the eastern side, the River Bojana borders the Republic of Albania up to the village of Štodra (total eastern border 33 km). The north-eastern border runs along the land, and in the north the border stretches across the Rumija massif and divides municipality of Ulcinj from the municipality of Bar (18 km long). The border then descends to the south across Mrkovsko polje (Mrkovsko field) to the low mountain of Možura, from whose peaks it descends to the Adriatic Sea - Cape Stari Ulcinj (30 km long), and in the south the border goes to the Adriatic Sea (30 km long). The total length of the borders of the municipality is 111 km. The territory of the Municipality of Ulcinj stretches 20 km from north to south, and 25 km from west to east. It has an area of 255 km².
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Figure 24. Pilot testing area of Ulcinj
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Figure 25. Ulcinj (source: https://adrialine.wordpress.com/ulcinj/)

Protection and Rescue Service of the Municipality of Ulcinj
Special services are formed to perform specific tasks of local administration and Protection and rescue service is one of them. The Protection and rescue service operates as an operational professional service, whose scope of work is based on the Law on Protection and Rescue of Montenegro and other related by-laws.
The Protection and Rescue Service of Ulcinj was founded in 1960 as DVD (voluntary fire society) "Alija Gorana". In 1980, the fire service was formed, which was and still is under the jurisdiction of the municipality. From 1980 to 2005, the service was in charge and dealt mainly with extinguishing fires in open and closed spaces. Since 2005, the Law on Protection and Rescue of Montenegro has changed its name and responsibilities, and the fire service has become a protection and rescue service, and in addition to firefighting, it also deals with the rescue of people and property, rescue in case of disaster situations (floods, earthquakes and all other natural disasters).
The Protection and rescue service is managed by the Service Commander. The work of the Service is based on principles of command in accordance with the rules of Protection and Rescue. The command centre is within the building of Protection and rescue service which is located in the centre of Ulcinj. Its work is organised on the basis of a team being ready for duty 24 hours a day for operative action. A dispatch centre which is predominantly in charge of receiving reports from the territory of the municipality of Ulcinj is present within the Service. The dispatch centre is also organised to be available 24 hours a day. 
[image: ]
Figure 26. Organizational chart of the Protection and rescue service of the municipality of Ulcinj
The service has a total of 36 full-time and 4 part-time (firefighters – rescuers during summer) employees. The average age of employees is 35 years. Administrative, legal, accounting and hygiene tasks needed for the protection and rescue service are carried out by the employees of the municipality of Ulcinj. During the intervention/accident is followed the chain of command described above. The command centre is within the building of Protection and rescue service which is located in the centre of Ulcinj.
Scope of work of the Protection and rescue service of Ulcinj:
· providing assistance to jeopardised and harmed population;
· firefighting and rescue in case of fire;
· rescue from ruins, landslides, and avalanches;
· rescue in case of floods and other natural disasters;
· rescue in mountains and canyons;
· pit rescue;
· rescue during traffic accidents;
· rescue during crashes and accidents in civil aviation;
· providing services to citizens and other entities;
· water supply to households in case of major droughts or failures in the water supply network and others.
Regular operations:
· Control of equipment and fire vehicles before and after the end of the shift (if there were interventions during the shift);
· conditioning exercises;
· working with devices and equipment available to the service;
· controlling and servicing of fire extinguishers for individuals and companies, 
· using UAS for wildfire prevention and mitigation, active wildfire response, and post-fire status damage assessment etc. UAS operations will play a crucial role in supporting ground firefighting efforts by providing enhanced situational awareness of wildfire locations and spread, accessing areas that are challenging for ground teams to reach, identifying potential arson activity in forests and along the coastline, detecting hot spots during fire incidents, assisting in locating missing persons etc. Additionally, drones will facilitate post-intervention data analysis.

Communication technology
The UAS remote pilot requires a stable and reliable network connection to support live video streaming from the drone. The UAS team will assess connectivity quality within the operational area, identifying the best available connection points. While network coverage in the designated area is generally strong, a few known locations experience weak or non-existent signals. In Ulcinj, internet connectivity is generally robust, with broadband, fibre, and mobile network options available.

Broadband and Fiber
· Most urban and tourist areas in Ulcinj have access to broadband and fibre-optic connections, providing speeds suitable for streaming, remote work, and video conferencing.
· Fibre internet has expanded in recent years, offering higher speeds (often more than 100 Mbps) and more stable connections, though it may not reach all rural parts of Ulcinj yet.
Mobile Coverage
· 4G LTE is widely available across Ulcinj, with strong coverage in populated and tourist areas, including beaches and urban zones.
· The coverage quality for mobile data is good, with stable speeds for everyday tasks. However, speeds and quality can fluctuate during peak tourist seasons due to increased demand, and in more rural, mountainous, or forested areas where firefighting operations are likely to occur. Checking for 5G hotspots or portable 5G solutions for firefighting in Ulcinj could enhance connectivity and streaming capabilities in critical zones.
· 5G is being gradually introduced in Montenegro but may not be widely available in Ulcinj yet.

[bookmark: _Toc185600941]Use cases and Requirements 
Team organisation
The team consists of staff members listed below. In line with the Figure 16: Organizational chart of the UAS team, the following roles will be filled for the purpose of pilot activities: 
	[bookmark: _Hlk182183894]UAS team role
	Staff 
	Tasks

	UAS team leader 
	Person 1
	The UAS team leader manages a team of UAS pilots, overseeing operation planning, execution, and performance reporting while ensuring safety and effective communication during missions.

	Mission/operation planning officer 
	Person 2
	The UAS Mission/Operation officer is responsible for creating detailed flight plans and coordinating with the team to ensure successful UAS operations.

	UAV and payload officer 
	Person 3
	The UAV and Payload Officer manages and maintains UAVs and payloads, ensuring proper configuration and effective use in coordination with UAS pilots.

	UAS Pilot
	Person 3
	The UAS Pilot is responsible for safely operating unmanned aerial systems during missions, ensuring adherence to plans, and managing equipment and payloads.

	UAS Visual observer
	Person 2
	The Visual Observer supports the UAS Pilot by maintaining visual contact with the UAS, monitoring airspace for hazards, and communicating safety concerns, requiring strong observational skills and knowledge of UAS operations.

	Data Analyst Officer
	Person 1
	The Data Analyst Officer analyses and ensures the integrity of UAS mission data, providing insights for planning and decision-making, monitoring data flow, and creating precise geospatial products to meet mission objectives.




Specification of use cases
The use cases below have been identified as important operations that are carried out under our organization and that need benefits of the UAS supported FRED information system.



USE CASE No. 1
	Title: 
	Preventive monitoring of remote areas
	

	Description:
	Preventive surveillance of remote areas in olive groves regarding people burning branches and vegetation after clearing/maintaining their property
	



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☐
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☒
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
Implementing preventive drone surveillance in remote olive groves aims to detect unauthorized burning of branches and vegetation, a common practice following property maintenance. This use case is especially crucial in Ulcinj, where such activities can quickly escalate into wildfires, given the location's dry climate and dense vegetation. By monitoring these areas proactively, we reduce the risk of uncontrolled fires, thereby protecting natural resources, agricultural assets, and surrounding communities.

USE CASE No. 2

	Title: 
	Enhanced aerial support for active wildfire response

	Description:
	UAS support provides real-time fire mapping, hotspot detection, and situational awareness to enhance ground teams’ efficiency and safety during active wildfire response, especially in locations without access with a fire truck or on foot, helping in finding evacuation routes



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active wildfire response
	☒
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☒
	Security and technical escort
	☒
	Logistic support
	☒
	Support in firefighting operations
	☒
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☒
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☒
	Lighting
	☒
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
UAS support is crucial for quickly assessing fire spread and identifying hotspots in areas that are difficult or impossible for ground teams to reach, such as remote or rugged terrain. This use case is particularly important in Ulcinj, where diverse landscapes and challenging access points can delay firefighting efforts, increase risks, and threaten both natural resources and properties. By utilising UAS technology, firefighting operations can be more efficient, improving response times, preserving properties, saving human lives, assisting in finding evacuation routes, and minimising damage to communities and the environment.


USE CASE No. 3

	Title: 
	Wildfire Aftermath Damage Assessment

	Description:
	Evaluating the extent of wildfire damage to land, property, and infrastructure, enabling effective recovery planning, resource allocation and mitigation strategies



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active wildfire response
	☐
	Post-fire status damage assessment
	☒


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☒
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☐
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
Evaluating the extent of wildfire damage is crucial for enabling effective recovery planning and ensuring that resources are allocated efficiently to areas most in need. This process helps identify the impact on land, property, and infrastructure, allowing authorities to implement targeted mitigation strategies and prioritise repairs. In Ulcinj, where wildfires can severely affect both natural landscapes and coastal communities, this use case is particularly important to protect both the environment and local livelihoods, ensuring a timely and well-coordinated response.

[bookmark: _Toc185600942]Definition of Standard Operating Procedures
In defining standard operating procedures for deploying UAS in new or existing operations, it is important to emphasize that each partner involved in the operation may define, in addition to the procedures outlined below, any existing standard operating procedures that precede the deployment of UAS, and the ones that follow. These preceding procedures are related to the public safety operation and are crucial in determining when UAS deployment becomes necessary. This Standard operating procedure is to be used as reference check list at each UAS flight.
	Standard operating procedure description
	Check/Uncheck

	Verify the accuracy of the fire report and the location of the fire
Description: Verify name and surname of the person who reported the wildfire, verify the exact location of the wildfire, verify whether the fire is in an open area, and whether the location is accessible for extinguishing the wildfire etc.
	☐
	1. Mission planning
	☐
	Description: Define the mission objective(s) – the use case specified above (e.g., fire monitoring, search and rescue, hazard assessment); Log into the FRED ICT platform with a valid account; Review the specific geographical area and assess potential hazards (power lines, restricted areas, etc.); Confirm UAS payload requirements (e.g., thermal camera, LiDAR); Ensure permission to operate in the designated airspace (obtain necessary clearances); Verify NOTAMs (Notice to Airmen) and TFRs (Temporary Flight Restrictions); etc. 
	

	2. UAS team briefing
	☐
	Description: Assign roles: Pilot in Command (PIC), Visual Observer (VO), Payload Operator; Review communication procedures (e.g. between the UAS team, firefighting and public safety personnel); Conduct a risk assessment to identify potential hazards (wildfire behaviour, smoke, wind etc.); Conduct a weather check (wind speed, temperature, precipitation etc.); Review emergency procedures and contingency plans (loss of control, low battery, crash scenarios).
	

	3. Equipment and UAS preparation
	☐
	Description. Perform a complete pre-flight check of the UAS regarding to manufacturer instructions (battery levels, propellers, GPS functionality, communication systems); Verify that all sensors and payloads (cameras, infrared sensors etc.) are functioning properly; Check that the UAS has updated firmware; Verify the UAS return-to-home feature is enabled and properly set.
	

	4. Flight site setup
	☐
	Description. Select an appropriate launch/recovery zone that is clear of obstacles and safe from potential hazards; Ensure the launch zone is marked to prevent unauthorized personnel from entering. Set up the ground control station and additional equipment for flight monitoring and secure reliable data links; Ensure a clear line of sight for the Pilot in Command and Visual Observer (if applicable).
	

	5. Flight operation
	☐
	Description. Conduct a pre-flight briefing and ensure communication lines between team members are clear; Pilot in Command performs the final flight readiness check; Start the UAS and perform a hover test to confirm stability and system functionality; Initiate the mission according to the flight plan, monitoring altitude, speed and battery status; maintain a live communication link with firefighting/public safety team to provide updates and adjust operations if needed; Continuously monitor weather and airspace for any changes (e.g., smoke, fire front, or unauthorized air traffic).
	

	6. Mid-mission monitoring and adjustments
	☐
	Description. Continuously monitor UAS performance (battery, signal strength, payload operation); Provide live data to command (e.g., thermal images for fire hotspots, damage assessment); Adjust mission parameters (altitude, area of coverage, etc.) based on real-time public safety needs; Communicate any changes to public safety personnel; Plan for handoff or landing if the UAS battery is low, or if a new area needs to be monitored.
	

	7. Post deployment
	☐
	Description. Ensure safe landing in the pre-designated recovery zone; Perform a post-flight inspection of the UAS for any potential damage; Clean UAS components, especially sensors and propellers, and prepare UAS for next mission; Document any equipment issues or malfunctions in the maintenance log.
	

	8. Post mission analysis and evaluation
	☐
	Description. Download and back up all mission data (images, videos, thermal data, etc.); Process collected data (e.g., map creation, analysis of fire hotspots, search and rescue areas); Share critical findings with firefighting and public safety teams for further action; Conduct a team debrief to discuss the mission outcome, challenges and lessons learned; Review any incidents or near-miss situations and adjust procedures if necessary; Provide feedback to relevant authorities or personnel; Submit a final report by filling in the Flight log via FRED ICT platform form. 
	

	Reporting
Description: Entering the Fire report in the corresponding Book (time of reporting of the wildfire, when the intervention started and when it ended, what they found on the spot, what they extinguished, number of vehicles that participated in firefighting, number of people who participated in firefighting etc.
	☐
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[bookmark: _Toc185600944]Pilot site: Mali Lošinj, Croatia
[bookmark: _Toc185600945]Pilot area specification 
Geographical area
Island of Lošinj, 44.583689, 14.401424
Island of Cres from Belej to south-eastern cape,  44°38'17.7"N 14°29'36.3"E
[image: Slika na kojoj se prikazuje svijet, Zemlja, tekst, karta]
Figure 26. Pilot testing area of Mali Losinj

Public authority 
“Javna vatrogasna postrojba Grad Mali Lošinj” - Firefighter brigade of the City of Mali Lošinj.
The relevant chain of command within our organization is as follows:
· Commander of the Croatian Firefighters Association
· Commander of the Firefighters Association of the Primorsko-goranska region 
· Commander of the Firefighter brigade of the City of Mali Lošinj 
· UAS Team coordinator - UAS Team leader - Communication officer, Takeoff/landing officer, Data analysist, UAS Remote pilot
The command center will be in the Fire brigade of the City of Mali Lošinj and if needed command center will be formed on-site near intervention/accident.
The commander of the firefighter brigade of the City of Mali Lošinj gives the order to operate with the UAS team when he decides that they are needed. UAS Team Coordinator reserves a location in airspace for the exact location where is needed and sends the UAS Team on site. After the reservation of airspace, UAS team prepares for flight and travels to the location. The UAS Team goes in airspace when the reservation was complete and UAS team is ready. In the meantime, while the UAS team travels to site, preparing equipment, the commander of the fire brigade and UAS Coordinator make plans where UAS Remote pilot will fly the drone and which spots are important to record/stream for successful intervention/accident. During the intervention/accident, the same chain of command described earlier is followed. 
Regular operations with drones will be helping ground firefighters with wildfire extinguishing, better viewing of location and spreading of wildfire, reaching hard-to-reach places for ground firefighters, spotting people that start a fire in the woods and on the seashore, searching for hot spots in wildfires, data analysis after the intervention, seeking for a missing person, finding lost vessels in the archipelago of the City of Mali Lošinj etc.

Communication technology
Communication man to man is done via radio stations and mobile phones. 
UAS Remote pilot will need an available and stable connection with network to stream video from the drone. UAS Team will search for good connections with the network in a range of earlier planned site of operation. Network connection in earlier defined areas of operating is mainly good with some exclusions which are mostly known spots where the network does not exist or is very bad.

[bookmark: _Toc185600946]Use Cases and Requirements 
Team organisation
The team consists of staff members listed below. In line with the Figure 16: Organizational chart of the UAS team, the following roles will be filled for pilot activities:
 
	UAS team role
	Staff 
	Responsibilities

	UAS team leader 
	M.B
	responsible for the decision if a UAS is needed for intervention


	Mission/operation planning officer 
	M.B
	deciding according to which scenario the mission will be executed


	UAV and payload officer 
	M.K.
	Mounting necessary payloads

	UAS Pilot
	M.K
	Piloting UAS

	UAS Visual observer
	V.A.
	Observing mission

	Data Analyst Officer
	V.A.
	Collecting and analyzing data



Specification of use cases
The use cases below have been identified as important operations that are carried out under our organization and that need the benefits of the UAS-supported FRED information system.
 

[bookmark: _Hlk180054979]USE CASE No. 1
	Title: 
	Preventive monitoring of remote areas with high danger fire index

	Description:
	Unmanned Aerial System (UAS)-based monitoring of the area with a high fire-risk level, during the summer season.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☐
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☒
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


[bookmark: _Hlk180055034]Justification of the use-case selection
During the summer, when the risk of wildfires significantly increases due to high temperatures and dry conditions, it becomes essential to implement Unmanned Aerial System (UAS)-based monitoring. This approach focuses on assessing and surveilling areas according to their fire danger index, enabling more effective prevention and rapid response efforts.

[bookmark: _Hlk180057205]USE CASE No. 2
	Title: 
	Locating and monitoring the spread of fire

	Description:
	In the case of a wildfire, a better view of the situation on the field will be obtained.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active emergency response /S&R
	☒
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☒
	Post-event investigation and analysis
	☐
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☒
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
If this equipment is acquired, the current area and direction of the fire can be observed more effectively. The same principle applies to predicting the future spread and development of fires.


USE CASE No. 3
	Title: 
	Preventive monitoring of remote areas

	Description:
	Given the need for UAS-based monitoring during the summer, daily operations must be conducted over the course of several months, from June to September. For this purpose, UAS will be deployed regularly.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☐
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☒
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
During summer days, tourists often barbecue in open areas, even when the risk of wildfires is high or very high. This underscores the critical need for quickly detecting the first signs of fire.


USE CASE No. 4
	Title: 
	Inspection of fire protection routes

	Description:
	A more comprehensive understanding of fire protection measures and access roads is needed to ensure safer and more effective intervention routes. Many roads on the island are present, but not all are paved; some are composed of dirt or stones and are often surrounded by dense vegetation. Challenges are posed for fire trucks, although local automobiles are less affected. Since fires are often made in wooded areas by people, ensuring that all roads remain accessible is essential.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐
	Inspection of fire and access roads
	☒


	MISSION ACTION
	Check

	Real-time visual observation
	☐
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☐
	Live Video Streaming
	☐
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☒
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐




Justification of the use-case selection
Due to changes in and neglect of the vegetation, frequent inspections of such roads are necessary to assess their usability, and new roads must be proposed to ensure better access.


USE CASE No. 5
	Title: 
	Response to a report of illegal fire igniting

	Description:
	Upon receiving a notification of improper ignition, the subject can be spotted and warned using a drone, and the entire unit is alerted. Another use is for reaching nearby islands, as transportation for such interventions is unavailable. During the summer season, barbecuing on the beaches is common, and a restriction is in place that prohibits lighting fires during this time.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active emergency response /S&R
	☒
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☒
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☒
	Lighting
	☒
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
If access to new technology like this were obtained, a faster response to interventions would be achieved, and the need to alert fewer people for the intervention itself would be created.

[bookmark: _Toc185600947]Definition of Standard Operating Procedures
In defining standard operating procedures for deploying UAS in new or existing operations, it is important to emphasize that each partner involved in the operation may define, in addition to the procedures outlined below, any existing standard operating procedures that precede the deployment of UAS, and the ones that follow. These preceding procedures are related to the public safety operation and are crucial in determining when UAS deployment becomes necessary. This Standard operating procedure is to be used as a reference checklist at each UAS flight.
	[bookmark: _Hlk180055295]Standard operating procedure description
	Check/Uncheck

	[bookmark: _Hlk179467752]1. Mission planning
	☐
	Description: Define the mission objective(s) – the use case specified above (e.g., fire monitoring, search and rescue, hazard assessment); Log into the FRED ICT platform with a valid account; Review the specific geographical area and assess potential hazards (power lines, restricted areas, etc.); Confirm UAS payload requirements (e.g., thermal camera, LiDAR); Ensure permission to operate in the designated airspace (obtain necessary clearances); Verify NOTAMs (Notice to Airmen) and TFRs (Temporary Flight Restrictions); etc. 
	

	2. UAS team briefing
	☐
	Description: Assign roles: Pilot in Command (PIC), Visual Observer (VO), Payload Operator; Review communication procedures (e.g. between the UAS team, firefighting and public safety personnel); Conduct a risk assessment to identify potential hazards (wildfire behaviour, smoke, wind etc.); Conduct a weather check (wind speed, temperature, precipitation etc.); Review emergency procedures and contingency plans (loss of control, low battery, crash scenarios).
	

	3. Equipment and UAS preparation
	☐
	Description. Perform a complete pre-flight check of the UAS regarding to manufacturer instructions (battery levels, propellers, GPS functionality, communication systems); Verify that all sensors and payloads (cameras, infrared sensors etc.) are functioning properly; Check that the UAS has updated firmware; Verify the UAS return-to-home feature is enabled and properly set.
	

	4. Flight site setup
	☐
	Description. Select an appropriate launch/recovery zone that is clear of obstacles and safe from potential hazards; Ensure the launch zone is marked to prevent unauthorized personnel from entering. Set up the ground control station and additional equipment for flight monitoring and secure reliable data links; Ensure a clear line of sight for the Pilot in Command and Visual Observer (if applicable).
	

	5. Flight operation
	☐
	Description. Conduct a pre-flight briefing and ensure communication lines between team members are clear; Pilot in Command performs the final flight readiness check; Start the UAS and perform a hover test to confirm stability and system functionality; Initiate the mission according to the flight plan, monitoring altitude, speed and battery status; maintain a live communication link with firefighting/public safety team to provide updates and adjust operations if needed; Continuously monitor weather and airspace for any changes (e.g., smoke, fire front, or unauthorized air traffic).
	

	6. Mid-mission monitoring and adjustments
	☐
	Description. Continuously monitor UAS performance (battery, signal strength, payload operation); Provide live data to command (e.g., thermal images for fire hotspots, damage assessment); Adjust mission parameters (altitude, area of coverage, etc.) based on real-time public safety needs; Communicate any changes to public safety personnel; Plan for handoff or landing if the UAS battery is low, or if a new area needs to be monitored.
	

	7. Post deployment
	☐
	Description. Ensure safe landing in the pre-designated recovery zone; Perform a post-flight inspection of the UAS for any potential damage; Clean UAS components, especially sensors and propellers, and prepare UAS for next mission; Document any equipment issues or malfunctions in the maintenance log.
	

	8. Post mission analysis and evaluation
	☐
	Description. Download and back up all mission data (images, videos, thermal data, etc.); Process collected data (e.g., map creation, analysis of fire hotspots, search and rescue areas); Share critical findings with firefighting and public safety teams for further action; Conduct a team debrief to discuss the mission outcome, challenges and lessons learned; Review any incidents or near-miss situations and adjust procedures if necessary; Provide feedback to relevant authorities or personnel; Submit a final report by filling in the Flight log via FRED ICT platform form. 
	



[bookmark: _Toc185600948]Implementation scenario
	Week 
	Use case 1
	Use case 2
	Use case 3
	Use case 4
	Use case 5

	1
	
	
	
	
	

	2
	
	
	
	
	

	3
	
	
	
	
	

	4
	
	
	
	
	

	5
	
	
	
	
	

	6
	
	
	
	
	

	7
	
	
	
	
	

	8
	
	
	
	
	

	9
	
	
	
	
	

	10
	
	
	
	
	

	11
	
	
	
	
	

	12
	
	
	
	
	

	13
	
	
	
	
	

	14
	
	
	
	
	

	15
	
	
	
	
	

	16
	
	
	
	
	

	17
	
	
	
	
	

	18
	
	
	
	
	

	19
	
	
	
	
	

	20
	
	
	
	
	

	21
	
	
	
	
	

	22
	
	
	
	
	

	23
	
	
	
	
	

	24
	
	
	
	
	

	25
	
	
	
	
	

	26
	
	
	
	
	

	27
	
	
	
	
	

	28
	
	
	
	
	

	29
	
	
	
	
	

	30
	
	
	
	
	

	31
	
	
	
	
	

	32
	
	
	
	
	

	33
	
	
	
	
	

	34
	
	
	
	
	

	35
	
	
	
	
	

	36
	
	
	
	
	

	37
	
	
	
	
	

	38
	
	
	
	
	

	39
	
	
	
	
	

	40
	
	
	
	
	





The time plan for implementing drones in firefighting is set for at least 18 months. Every effort will be made to complete everything even earlier. During this time, tasks will include the purchase of a drone, the training of additional firefighters as remote pilots, the education of personnel for UAS Team tasks, the training of ground firefighters on UAS operations, the acquisition of necessary equipment and tools for the UAS Team, and the implementation of a command center within the fire brigade building. 
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[bookmark: _Toc185600950]Pilot area specification 
Geographical area
The pilot of Baixo Alentejo is located in the parishes of:
· Santana da Serra: 37.4908, -8.3068
· São Barnabé: 37.377, -8.1565
The coordinates are the central point of the parishes. The total area of the pilot is 331 km² Santana da Serra parish 190km² and São Barnabé parish whit 141 km².
[image: A map of the country
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Figure 27. Pilot testing area of Baixo Alentejo
Public authority 
In accordance with Law 45/2008 of 27 August, the municipalities set up the Intermunicipal Communities in order to effectively manage the Community funds intended for local authorities in the sub-regions of the INALENTEJO Regional Operational Programme.
In this context, the constitution of the Baixo Alentejo Intermunicipal Community (which adopted the acronym CIMBAL) was approved at the end of 2008, its statutes were published on 20 August 2009, and its deliberative and executive bodies were installed during 2010. It became fully operational on 1 April 2011.
With the entry into force of Law no. 75/2013 of 12 September, CIMBAL had to adapt to it, being governed by it, by its statutes and by the other applicable legal provisions. Thus, CIMBAL is a legal person under public law with an associative nature and territorial scope, and aims to realise the common interests of the municipalities that make it up.
The Community is made up of the municipalities of Aljustrel, Almodôvar, Alvito, Barrancos, Beja, Castro Verde, Cuba, Ferreira do Alentejo, Mértola, Moura, Ourique, Serpa and Vidigueira. CIMBAL corresponds to the Level III Statistical Territorial Unit (NUT III) of Baixo Alentejo and has its headquarters in Beja.
Without prejudice to the duties transferred by the Central Administration and the municipalities, CIMBAL's purpose is to pursue the following public ends:
a) Promoting the planning and management of the economic, social and environmental development strategy of the territory it covers;
b) Articulating municipal investments of inter-municipal interest;
c) Participating in the management of regional development support programmes, namely within the scope of the National Strategic Reference Framework - NSRF;
d) Planning the actions of public bodies of a supra-municipal nature. 

The executive intermunicipal secretariat is formed by:
· First Secretary
· Inter-Municipal Secretary
The inter-municipal council is made up of the presidents (or representatives) of all the municipalities.
The command center of the pilot will be located in the installations of CIMBAL.
The pilot will be implemented together with the Almodôvar Fire Brigade including the following staff:
· A.M.M.P.da P. (commandant)
· A.M.P.E. (2nd Commandant)
· H.M.P.E. (subchef)

Communication technology
The coverage quality is very good in the area with 5G internet. 
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Team organisation
The team consists of staff members listed below.  
	UAS team role
	Staff 
	Tasks

	UAS team leader 
	AMPE
	Lead the team

	Mission/operation planning officer 
	AMMPP
	Fire Brigade Commander plans and assigns mission

	UAV and payload officer 
	AMPE
	responsible for the inclusion of payloads Inclusion of lighting, cameras and others

	UAS Pilot
	AMPE
HMPE
		
Piloting the UAS on assigned missions

	UAS Visual observer
	AMPE
HMPE
	Responsible for maintaining situational awareness and safety during drone operations, especially when the pilot may not have direct visibility of the drone or surrounding hazards.

	Data Analyst Officer
	AMPE
AMMPP
	Validating and analyzing the data collected and coordinating work



Specification of use cases
The use cases below have been identified as important operations that are carried out under our organization and that need the benefits of the UAS supported FRED information system.



USE CASE No. 1
	Title: 
	Preventive monitoring due to high fire danger index (summer) 
	

	Description:
	This use case focuses on prevention and is scheduled for testing during the warmer months when temperatures are at their highest, aligning with peak fire risk. Drones equipped with thermal and visual cameras  will be deployed to provide real-time surveillance of these areas, and guarantee there is not fire in those areas without requiring personnel to enter potential dangerous zones
	



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☒
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☒
	Search for danger
	☒
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☒
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☒
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
During the summer months, high temperatures, low humidity, and dry conditions increase the likelihood of wildfires. To prevent and respond proactively to fire risks, a monitoring system can be implemented to continuously assess the Fire Danger Index (FDI) in vulnerable areas.

USE CASE No. 2

	Title: 
	Support of firefighting operations in case of fire. 

	Description:
	Use of UAS to enhance the capabilities of the reconnaissance and situation assessment fire brigade team, making operations faster, safer and more effective in critical situations. That will help to Access to Dangerous or Inaccessible Areas - Wide and Detailed Aerial View - Rapid Information Gathering - Specialized Detection Capabilities - Reduced Costs and Resources. The pilots selected have specific risks due to slopes and bush vegetation.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active wildfire response
	☒
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☒
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☒
	Logistic support
	☐
	Support in firefighting operations
	☒
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☒
	Thermal Imaging
	☐
	Live Video Streaming
	☒
	Geometrical evaluation (range, bearing, POI)
	☒
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


Justification of the use-case selection
1. Wide and Detailed Aerial View: Drones provide a panoramic, real-time view of the emergency scenario, allowing the team to comprehensively assess the situation, identifying the extent of the incident, risk areas and potential evacuation routes.
2. Access to Dangerous or Inaccessible Areas: With a drone, it is possible to access dangerous locations without exposing the team to direct risk, such as in unstable buildings, contaminated areas or terrain that is difficult to access.
3. Rapid Information Collection: Drones make it possible to collect data quickly and send it to the Command Post, helping with real-time decision-making and improving the efficiency and safety of the operation.
4. Specialised Detection Capabilities: Drones can be equipped with thermal cameras, gas sensors, and other technologies that detect heat sources, chemical leaks, or people trapped in hard-to-see places, even in low-visibility conditions.
5. Reduced Costs and Resources: Compared to the use of aerial means, drones are more economical and require fewer resources to operate, as well as being able to be quickly deployed in different scenarios.
The use of drones enhances the capabilities of a reconnaissance team, making operations faster, safer and more effective in critical situations.


USE CASE No. 3

	Title: 
	Post-incident documentation and analysis:

	Description:
	Analysis of the damage caused by fire, and evaluate the response of the fire brigade and how to improve the operations for future cases, including training to enhance their operation and mitigate the risks.



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active wildfire response
	☐
	Post-fire status damage assessment
	☒


	MISSION ACTION
	Check

	Real-time visual observation
	☐
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☒
	Data collection
	☒
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☐
	Thermal Imaging
	☐
	Live Video Streaming
	☐
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☒
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☒
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐

Justification of the use-case selection
Post-Incident Documentation and Analysis: As well as helping during the emergency, drones also capture images and videos that can be analysed later to evaluate the response and plan improvements for future operations.
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In defining standard operating procedures for deploying UAS in new or existing operations, it is important to emphasize that each partner involved in the operation may define, in addition to the procedures outlined below, any existing standard operating procedures that precede the deployment of UAS, and the ones that follow. These preceding procedures are related to the public safety operation and are crucial in determining when UAS deployment becomes necessary. This Standard operating procedure is to be used as reference check list at each UAS flight.
	Standard operating procedure description
	Check/Uncheck

	1. Mission planning
	☐
	Description: Define the mission objective(s) – the use case specified above (e.g., fire monitoring, search and rescue, hazard assessment); Log into the FRED ICT platform with a valid account; Review the specific geographical area and assess potential hazards (power lines, restricted areas, etc.); Confirm UAS payload requirements (e.g., thermal camera, LiDAR); Ensure permission to operate in the designated airspace (obtain necessary clearances); Verify NOTAMs (Notice to Airmen) and TFRs (Temporary Flight Restrictions); etc. 
	

	2. UAS team briefing
	☐
	Description: Assign roles: Pilot in Command (PIC), Visual Observer (VO), Payload Operator; Review communication procedures (e.g. between the UAS team, firefighting and public safety personnel); Conduct a risk assessment to identify potential hazards (wildfire behaviour, smoke, wind etc.); Conduct a weather check (wind speed, temperature, precipitation etc.); Review emergency procedures and contingency plans (loss of control, low battery, crash scenarios).
	

	3. Equipment and UAS preparation
	☐
	Description. Perform a complete pre-flight check of the UAS regarding to manufacturer instructions (battery levels, propellers, GPS functionality, communication systems); Verify that all sensors and payloads (cameras, infrared sensors etc.) are functioning properly; Check that the UAS has updated firmware; Verify the UAS return-to-home feature is enabled and properly set.
	

	4. Flight site setup
	☐
	Description. Select an appropriate launch/recovery zone that is clear of obstacles and safe from potential hazards; Ensure the launch zone is marked to prevent unauthorized personnel from entering. Set up the ground control station and additional equipment for flight monitoring and secure reliable data links; Ensure a clear line of sight for the Pilot in Command and Visual Observer (if applicable).
	

	5. Flight operation
	☐
	Description. Conduct a pre-flight briefing and ensure communication lines between team members are clear; Pilot in Command performs the final flight readiness check; Start the UAS and perform a hover test to confirm stability and system functionality; Initiate the mission according to the flight plan, monitoring altitude, speed and battery status; maintain a live communication link with firefighting/public safety team to provide updates and adjust operations if needed; Continuously monitor weather and airspace for any changes (e.g., smoke, fire front, or unauthorized air traffic).
	

	6. Mid-mission monitoring and adjustments
	☐
	Description. Continuously monitor UAS performance (battery, signal strength, payload operation); Provide live data to command (e.g., thermal images for fire hotspots, damage assessment); Adjust mission parameters (altitude, area of coverage, etc.) based on real-time public safety needs; Communicate any changes to public safety personnel; Plan for handoff or landing if the UAS battery is low, or if a new area needs to be monitored.
	

	7. Post deployment
	☐
	Description. Ensure safe landing in the pre-designated recovery zone; Perform a post-flight inspection of the UAS for any potential damage; Clean UAS components, especially sensors and propellers, and prepare UAS for next mission; Document any equipment issues or malfunctions in the maintenance log.
	

	8. Post mission analysis and evaluation
	☐
	Description. Download and back up all mission data (images, videos, thermal data, etc.); Process collected data (e.g., map creation, analysis of fire hotspots, search and rescue areas); Share critical findings with firefighting and public safety teams for further action; Conduct a team debrief to discuss the mission outcome, challenges and lessons learned; Review any incidents or near-miss situations and adjust procedures if necessary; Provide feedback to relevant authorities or personnel; Submit a final report by filling in the Flight log via FRED ICT platform form. 
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Use Case 1 focuses on prevention and is scheduled for testing during the warmer months when temperatures are at their highest, aligning with peak fire risk. In contrast, Use Cases 2 and 3 are reactive, depending on active fires or post-fire conditions, so they will be scheduled dynamically in response to actual fire events. Consequently, these cases are planned to remain on standby each week, with schedules updated as emergencies arise.
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[bookmark: _Toc168666395][bookmark: _Toc185600954]Conclusions
This document outlines a comprehensive methodology for integrating Unmanned Aerial Systems (UAS) into wildfire prevention and mitigation efforts, emphasizing the potential of advanced technology in addressing environmental and disaster management challenges. Through an examination of UAS design, application, setup, and operational capacity, it highlights the multi-faceted role of these systems in optimizing data collection and analysis for various use cases.
The design and application of UAS technologies provide critical insights into their technical characteristics and mission-specific adaptability. This document defines the fields of action, mission actions, and techniques that make UAS indispensable for wildfire prevention, mitigation, and management. From fixed-wing to multirotor systems and advanced payloads such as LiDAR and thermal imaging, these systems are equipped to tackle diverse challenges. Techniques such as photogrammetry, multispectral imaging, and real-time data transmission highlight the extensive capabilities of UAS for data collection, ensuring precision and efficiency in wildfire management and beyond.
The setup and organizational framework ensure efficient deployment of UAS systems, with roles and responsibilities clearly delineated. This structured approach facilitates regulatory compliance, ensures safety, and addresses logistical challenges, which are integral to the successful execution of UAS missions. Furthermore, the operational capacity of platforms like FRED optimizes data management and enhances viewing capabilities, showcasing the integration of UAS within broader ICT ecosystems. The inclusion of regulatory frameworks ensures that UAS operations adhere to national and international standards, addressing legal prerequisites and operational safety in diverse environments. UAS systems provide vital support for operations across all stages of wildfire management, including prevention, mitigation, real-time operations, and post-event evaluation.
By combining technical sophistication with well-defined methodologies, this document demonstrates the transformative potential of UAS technologies in building resilient systems for wildfire prevention and mitigation. It provides a blueprint for leveraging innovative tools to protect natural heritage, adapt to climate change, and strengthen disaster response mechanisms.
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Recommendations for Technical Specification for the UAS




Unmanned aircraft system with additional payloads for area monitoring – BASIC Package

This specification refers to UAS:
	Specifications

	The unmanned aircraft must be manufactured in accordance with EU Regulation 2019/945 and marked with a C-class label.

	The mass of the unmanned aircraft (with propellers, without accessories) must not exceed 1 kg

	The maximum take-off mass (MTOM) of the unmanned aircraft must not exceed 1.2 kg.

	The minimum range of the unmanned aircraft (video transmission system) must not be less than 15 km (FCC) or 8 km (CE/SRRC/MIC).

	The maximum flight time with the specified set of batteries, without additional equipment, must not be less than 40 minutes.

	The unmanned aircraft must be resistant to moderate wind conditions.

	The unmanned aircraft must support at least three Global Navigation Satellite Systems (GNSS) and have the capability to apply RTK (Real-Time Kinematic) position correction (RTK module).

	A suitable case for storing and transporting the unmanned aircraft must be provided.

	Three (3) additional batteries, along with a suitable charger capable of charging up to three (3) batteries simultaneously, must be provided with the unmanned aircraft.

	The unmanned aircraft must be equipped with an obstacle avoidance system for all three axes.

	The remote control station for the unmanned aircraft must be equipped with software that allows for the planning of automated flight operations.

	The unmanned aircraft must have the capability to install additional equipment for area monitoring (e.g., loudspeaker, spotlight). Define if necessary. This must be supported with the pilot case modes of operations that will be tested.

	The aircraft must have a slot for a micro SD card, including a card with a minimum storage capacity of 64 GB.

	The supplier must provide a development environment (SDK) and API access for retrieving telemetry data and video streaming in real time, including corresponding support, technical documentation, and instructions.

	The unmanned aircraft must be equipped with an RGB and thermal camera with a built-in mechanical stabilization system (gimbal) on at least three axes.

	The RGB camera must be capable of taking photos and recording videos during flight with the ability to record video in 4K resolution (3840x2160 px).

	The photo and video resolution of the thermal camera must not be less than 640x512 px.

	The frequency spectrum of the thermal camera for fire detection must be in the wavelength range of 8 to 14 micrometres.

	The thermal camera must support the "Spot Metering" method for temperature measurement.



Additional criteria:
· Extended warranty for the equipment
· Insurance against accidental damage resulting from the use of the equipment (e.g. DJI Care)
· Duration of the provided technical support for the equipment



[bookmark: _Hlk176858171]Unmanned aircraft system with additional payloads for area monitoring – INTERMEDIATE Package V1

This specification refers to UAS:
	Specifications

	The unmanned aircraft must be manufactured in accordance with EU Regulation 2019/945 and marked with a C-class label.

	The mass of the unmanned aircraft without batteries must not exceed 4 kg.

	The maximum take-off mass (MTOM) of the unmanned aircraft must not exceed 10 kg.

	The minimum range of the unmanned aircraft (signal transmission range) must not be less than 15 km (FCC) or 8 km (CE/SRRC/MIC).

	The maximum flight time with the specified set of batteries, without additional equipment, must not be less than 50 minutes.

	The unmanned aircraft must be resistant to moderate wind conditions.

	The unmanned aircraft must support at least three Global Navigation Satellite Systems (GNSS) and have the capability to apply RTK (Real-Time Kinematic) position correction (RTK module).

	The unmanned aircraft must have a minimum IP rating of IP55.

	A suitable case for storing and transporting the unmanned aircraft must be provided.

	The unmanned aircraft must be supplied with a basic set and three (3) additional sets of batteries, a suitable charger, and a case for transporting and storing the batteries.

	The unmanned aircraft must be equipped with an obstacle avoidance system for all three axes.

	The unmanned aircraft must be equipped with an additional sensor (Circular Scanning Millimetre Wave Radar - CSM) for obstacle detection and avoidance in low visibility conditions.

	The remote-control station for the unmanned aircraft must be equipped with software that allows for the planning of automated flight operations.

	The unmanned aircraft must be equipped with an parachute.

	The unmanned aircraft must have the capability to install additional equipment for area monitoring (e.g., Thermal camera, LiDAR, loudspeaker, spotlight, etc.).

	The supplier must provide a development environment (SDK) and API access for retrieving telemetry data and video streaming in real time, including corresponding support, technical documentation, and instructions.



This specification refers to the thermal camera:
	Specifications

	The thermal camera must be compatible with the unmanned aircraft.

	The thermal camera must have a built-in mechanical stabilization system (gimbal) with at least three axes, which is detachable from the unmanned aircraft.

	The thermal camera must have an integrated RGB camera capable of taking photos and recording videos during flight, with the ability to record video in 4K resolution (3840x2160 px).

	The maximum mass of the thermal camera must not exceed 1 kg.

	The thermal camera must have a minimum IP rating of IP44.

	The photo and video resolution of the thermal camera must not be less than 640x512 px.

	The frequency spectrum of the thermal camera for fire detection must be in the wavelength range of 8 to 14 micrometres.

	The thermal camera must support the "Spot Metering" method for temperature measurement.

	The thermal camera must have a slot for a micro SD card, including a card with a minimum storage capacity of 64 GB.



Additional criteria:
· Extended warranty for the equipment
· Insurance against accidental damage resulting from the use of the equipment (e.g. DJI Care)
· Duration of the provided technical support for the equipment


Unmanned aircraft system with additional payloads for area monitoring – INTERMEDIATE Package V2

This specification refers to UAS:
	Specifications

	The unmanned aircraft must be manufactured in accordance with EU Regulation 2019/945 and marked with a C-class label.

	The maximum take-off mass (MTOM) of the unmanned aircraft must not exceed 4 kg.

	The minimum range of the unmanned aircraft (signal transmission range) must not be less than 15 km (FCC) or 8 km (CE/SRRC/MIC).

	The maximum flight time with the specified set of batteries, without additional equipment, must not be less than 40 minutes.

	The unmanned aircraft must be resistant to moderate wind conditions.

	The unmanned aircraft must support at least three Global Navigation Satellite Systems (GNSS) and have the capability to apply RTK (Real-Time Kinematic) position correction (RTK module).

	The unmanned aircraft must have a minimum IP rating of IP55.

	A suitable case for storing and transporting the unmanned aircraft must be provided.

	The unmanned aircraft must be supplied with a basic set and three (3) additional sets of batteries, a suitable charger, and a case for transporting and storing the batteries.

	The unmanned aircraft must be equipped with an obstacle avoidance system for all three axes.

	The remote-control station for the unmanned aircraft must be equipped with software that allows for the planning of automated flight operations.

	The unmanned aircraft must be equipped with a parachute.

	The unmanned aircraft must have the capability to install additional equipment for area monitoring (e.g., loudspeaker, spotlight). Define if necessary. This must be supported with the pilot case modes of operations that will be tested.

	The aircraft must have a slot for a micro SD card, including a card with a minimum storage capacity of 64 GB.

	The supplier must provide a development environment (SDK) and API access for retrieving telemetry data and video streaming in real-time, including corresponding support, technical documentation, and instructions.

	The unmanned aircraft must be equipped with an RGB and thermal camera with a built-in mechanical stabilization system (gimbal) on at least three axes.

	The RGB camera must be capable of taking photos and recording videos during flight with the ability to record video in 4K resolution (3840x2160 px).

	The photo and video resolution of the thermal camera must not be less than 640x512 px.

	The frequency spectrum of the thermal camera for fire detection must be in the wavelength range of 8 to 14 micrometers.

	The thermal camera must support the "Spot Metering" method for temperature measurement.



Additional criteria:
· Extended warranty for the equipment
· Insurance against accidental damage resulting from the use of the equipment (e.g. DJI Care)
· Duration of the provided technical support for the equipment



Unmanned aircraft system with additional payload for area monitoring – ADVANCED Package

This specification refers to UAS:
	Specifications

	The unmanned aircraft must be manufactured in accordance with EU Regulation 2019/945 and marked with a C-class label.

	The mass of the unmanned aircraft without batteries must not exceed 4 kg.

	The maximum take-off mass (MTOM) of the unmanned aircraft must not exceed 10 kg.

	The minimum range of the unmanned aircraft (signal transmission range) must not be less than 15 km (FCC) or 8 km (CE/SRRC/MIC).

	The maximum flight time with the specified set of batteries, without additional equipment, must not be less than 50 minutes.

	The unmanned aircraft must be resistant to moderate wind conditions.

	The unmanned aircraft must support at least three Global Navigation Satellite Systems (GNSS) and have the capability to apply RTK (Real-Time Kinematic) position correction (RTK module).

	The unmanned aircraft must have a minimum IP rating of IP55.

	A suitable case for storing and transporting the unmanned aircraft must be provided.

	The unmanned aircraft must be supplied with a basic set and three (3) additional sets of batteries, a suitable charger, and a case for transporting and storing the batteries.

	The unmanned aircraft must be equipped with an obstacle avoidance system for all three axes.

	The unmanned aircraft must be equipped with an additional sensor (Circular Scanning Millimetre Wave Radar - CSM) for obstacle detection and avoidance in low visibility conditions.

	The remote control station for the unmanned aircraft must be equipped with software that allows for the planning of automated flight operations.

	The unmanned aircraft must be equipped with a parachute.

	The unmanned aircraft must have the capability to install additional equipment for area monitoring (e.g., Thermal camera, LiDAR, loudspeaker, spotlight, etc.).

	The supplier must provide a development environment (SDK) and API access for retrieving telemetry data and video streaming in real time, including corresponding support, technical documentation, and instructions.



This specification refers to the thermal camera:
	Specifications

	The thermal camera must be compatible with the offered unmanned aircraft.

	The thermal camera must have a built-in mechanical stabilization system (gimbal) with at least three axes, which is detachable from the unmanned aircraft.

	The thermal camera must have an integrated RGB camera capable of taking photos and recording videos during flight, with the ability to record video in 4K resolution (3840x2160 px).

	The maximum mass of the thermal camera must not exceed 1 kg.

	The thermal camera must have a minimum IP rating of IP44.

	The photo and video resolution of the thermal camera must not be less than 640x512 px.

	The frequency spectrum of the thermal camera for fire detection must be in the wavelength range of 8 to 14 micrometres.

	The thermal camera must support the "Spot Metering" method for temperature measurement.

	The thermal camera must have a slot for a micro SD card, including a card with a minimum storage capacity of 64 GB.



This specification refers to LiDAR:
	Specifications

	The LiDAR device must be compatible with the offered UAV and the provided software for data processing and 3D model creation (see below: The photogrammetry software for office data processing and 3D model creation).

	The device must have a built-in mechanical stabilization system with a minimum of three axes, which can be detached from the drone.

	An RGB camera must be integrated into the LiDAR device, capable of taking photos and recording the area during flight, with the ability to record video in 4K resolution (3840x2160px).

	The maximum weight of the LiDAR device must not exceed 1 kg.

	The LiDAR must have IP protection of at least IP54.

	The detection range of the LiDAR for objects must not be less than 200 m at the lowest reflection.

	The horizontal and vertical accuracy of the LiDAR in controlled conditions must be less than 10 cm.

	The number of returns for each individual laser beam emitted by the LiDAR must be at least three (3).

	The LiDAR device must have a slot for a micro SD card, including a card with a minimum storage capacity of 128 GB.



This specification refers to software for data processing and 3D model creation:
	Specifications

	The photogrammetry software for data processing and 3D model creation must be compatible with the UAS and the additional UAS equipment for spatial data collection and area monitoring.



Additional criteria:
· Extended warranty for the equipment
· Insurance against accidental damage resulting from the use of the equipment (e.g. DJI Care)
· Duration of the provided technical support for the equipment
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Template for Use Case specification and scenario setup
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	Title: 
	

	Description:
	



	FIELD / SCOPE OF ACTION
	Check

	Prevention and mitigation
	☐
	Active emergency response /S&R
	☐
	Post-fire status damage assessment
	☐


	MISSION ACTION
	Check

	Real-time visual observation
	☐
	Hot spot detection
	☐
	Search for danger
	☐
	Security and technical escort
	☐
	Logistic support
	☐
	Support in firefighting operations
	☐
	Post-event investigation and analysis
	☐
	Data collection
	☐
	Other**
	☐


	TECHNIQUES
	Check

	Real-time Data Transfer
	☐
	Thermal Imaging
	☐
	Live Video Streaming
	☐
	Geometrical evaluation (range, bearing, POI)
	☐
	Rectangle and Spiral Mapping
	☐
	Sound diffusion
	☐
	Lighting
	☐
	Multispectral Imaging
	☐
	Ortho-Mosaic Mapping
	☐
	Photogrammetry
	☐
	LiDAR - point clouds
	☐
	Other**
	☐


*For each Use case, the dependency between actions, missions and techniques must be satisfied.
** Specify only if none of the existing ones suit the requirements.
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FLIGHT LOG*


	
	Start 
	End 
	Duration
	Location

	Flight log
	(auto fill)
	(auto fill)
	(auto fill)
	(Link to map) 

	

	
	Team member name (first, last, free text) 
	Role (select single/ multiple), dropdown menu)

	Flight team 
	
	

	

	
	Use case (select dropdown menu, predefined - from this document)
	Note 

	Operation   
	
	




*Flight logging will be done through a form in the FRED application. The data in the log on flight metrics will be filled in automatically (start/end/duration/location), whereas a staff member will insert Flight team data (roles and their holders). After inputting staff member name, corresponding role(s) will be selected from a drop-down menu. 
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